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Professional Activities 
Currently: 

o Dept. head, Distributed Systems Dept., Computational Research Division, Lawrence 
Berkeley National Lab 

This Dept. consists of groups doing work in Grids, secure collaboration, collaborative 
systems, and high-speed networking and distributed systems. See http://www-itg.lbl.gov/. 

o Project Architect for NASA’s Information Power Grid Project, NASA Ames Research 
Center 

This project entails defining and implementing a fully distributed computing model for 
CPU, storage, instrument, and human resources across the NASA enterprise. The work 
also involves designing and implementing new organizational structure to deal with this 
new service delivery model. 

o Principal investigator for the DOE research project – “The DOE Science Grid.” See 
http://doesciencegrid.org/ 

o Area Director for Architecture, Global Grid Forum (http://www.ggf.org/) 

Previous responsibilities: 
o Principal investigator for the DOE research projects - “High Speed Distributed 

Computing”, “Distributed Collaboratory Environments”, “Distributed Security 
Architectures” 

o Principal investigator for the ARPA research project - “Distributed Storage Systems in 
High Speed Wide Area Networks” (part of the MAGIC gigabit network testbed) 
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o Co-Chairperson, President’s Commission on Critical Infrastructure Protection, taskforce 
for Research & Development Priorities for Communications and Information 
Infrastructure Assurance 

o Lecturer in Computer Science, San Francisco State University 

Research Interests 
o Computing and Data Grids 

o High-speed, wide area network-based distributed applications and data storage systems 

o Security architectures and automated negotiation to support dynamic construction of 
large-scale configurable systems based in wide-area public network environments 

o Use of the global Internet to enable remote access to scientific, analytical, and medical 
instrumentation 

o Distributed systems supporting the use of digital video as computer data for dynamic 
object analysis and laboratory systems control 

Skills 
o Topic and scenario analysis 

o Development of software approaches to computing problems in-the-large 

o Design of systems and software architectures for scientific problems and computing 
infrastructure middleware services 

o Leading computer science R&D teams that develop experimental and prototype systems 

o Managing computer science R&D groups 

o Designing and managing a high-speed distributed computing lab that includes multiple 
computing systems, multiple high speed network connections, specialized networks, etc. 

o Actualizing professional potential (I have spun off several successful groups.) 

Previous and Related Work Experience 
o Author of numerous proposals and strategic documents, including 

− Technical Rationale chapter of the winning proposal that brought the NERSC Center 
to LBNL in Jan., 1996 – abstracted in [1] 

− Five year NERSC program renewal (Jan., 2001) – see [2] 
− ESnet Strategic plan (2002) – see [3] 

o Principal investigator for the DOE research projects “High-Speed, Distributed Data 
Handling for High Energy and Nuclear Physics” 

o Program manager for a $4M, two year DOE program in Distributed Collaboratories 

o Group leader for groups as large as 20 computer scientists and a similar number of 
students, and a $4M+ budget 
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o Teaching 
− senior-level computer science courses in computer graphics (15 years) 
− graduate courses in imaging and image processing 
− supervision of numerous graduate students and service on their thesis committees 

o Participation on the committee that provided expert advice to NSF during the NSFNet 
backbone transition to the public sector 

o Co-designer (with David Robertson) one of the first, very successful, interactive 3D, 
educational Web sites. More than a million people a year from 170 different countries 
visit this site to do “virtual frog dissection”: Interactive 3D visualization of a large 
volume dataset of real frog anatomy. (www-itg.lbl.gov/frog) 

Education 
•  M.A., Mathematics, San Francisco State University, 1972 (Thesis: Mathematical 

Foundations of Huygens’ Principle); 

Recent Publications 
(Most of these papers are available at http://www-itg.lbl.gov/~johnston) 
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