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SECTION 1. Introduction

1.1  Purpose

This document provides guidance on the regulatory review of premarket submissions for software
contained in medical devices. It replaces the "Reviewer Guidance for Computer Controlled
Medica Devices Undergoing 510(k) Review" issued in 1991. This guidance provides a
discussion of the key elements of a premarket medical device software submission; thereby
providing a common baseline from which both manufacturers and scientific reviewers can operate.
This guidance document represents the Agency’s current thinking on premarket submissions for
medical devices containing software. It does not create or confer any rights for or on any person
and does not operate to bind FDA or the public. An aternative approach may be used if such
approach satisfies the requirements of the applicable statute, regulations or both.

1.2  Background

This document has been developed in response to requests to refine and clarify the 1991 software
guidance, based on feedback from both manufacturers and scientific reviewers. By clarifying the
1991 software guidance, the Agency hopesto receive alarger percentage of complete premarket
submissions without the need for additional information requests which are time and resource
consuming for both FDA and manufacturers. In addition, this document has been updated to be
consistent with emerging international consensus standards such as International Electrotechnical
Commission (1EC) 60601-1-4", International Organization for Standardization (1SO) 9001 and

| SO 9000-3, and the Quality System Regulations, 21 CFR Part 820.

1.3  Scope

This document appliesto al types of premarket submissions for medical devices containing
software and for software products considered by themselves to be medical devices. This
includes premarket notifications (510(k)s), premarket applications (PMAS), investigational device
exemptions (IDEs), and Humanitarian Device Exemptions (HDES).

14 Intended Audience

This document is intended for use by scientific reviewers within the FDA CDRH Office of Device
Evauation (ODE), the medical device industry, and other interested parties.

'|EC 60601-1-4 is a safety standard for programmable electrical medical systems which includes requirements for

the process by which the medical electrical equipment is developed. It is not a software standard. Portions of this

standard related to risk estimation do not address failures of a systematic nature (hardware design failures and all

software failures). Therefore, hazards associated with risk-related functions subject to systematic failure should be

managed based on the severity of the hazard resulting from failure and the assumption that the failure will occur.
1
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1.5  Document Organization

This document contains four sections and three appendices.

- Section 1 (Introduction) describes the purpose, background, scope, intended audience,
document organization, relationship to other documents, and terminology.

- Section 2 (Level of Concern) explains the level of concern determination and how it relates
to the documentation in and the review of a premarket submission.

- Section 3 (Documentation in a Premarket Submission) identifies what informational
elements should be included in a premarket submission.

- Section 4 (Risk Management Activities during the Software Life Cycle) discusses how the
life cycle relates to risk management activities.

- Appendix A (Technological Issues and Special Topics) discusses special topics and unique
technological issues currently facing the FDA and industry.

- Appendix B (Relevant Nationa and International Consensus Standards) and C
(Bibliography) cite current relevant national and international consensus standards and texts
related to software engineering, quality assurance, risk management and life cycle
methodologies. Reviewers and manufacturers should refer to these sources for more in-
depth information. Thisinformation is not duplicated in this document.

1.6  Relationship to Other Documents

This publication is a guidance document. FDA and device manufacturers use guidance documents
to provide a means, among possible others, to meet regulations and policy. Nationa and
international consensus standards, such as those cited in Appendix B, are viewed as tools for
achieving and demonstrating compliance with regulations.

Since this document addresses a cross-cutting issue, it isintended to complement device specific
guidance(s) by providing additional detailed information specific to software products.

Figure 1 is provided to illustrate the relationship of this document to “ Genera Principles of
Software Vaidation” and “ Guidance for Off-the-Shelf Software Use in Medical Devices’. By
following the flow diagram, it can be determined which guidance is applicable.
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Isit amedical device containing software?

m/

Isit software used to design, develop,
or manufacture a medical device?

Yes

\‘Ym

No

Guidance: General Principles of Software Validation
Purpose: How to manage and control software validation
process.

Audience: Persons who manufacture medical devices
containing software or who use software to design,
develop, or manufacture medical devices; FDA
Investigators.

No |Does the device require a premarket

submission and does it contain software?

Yes

Guidance: Guidance for the Content of Premarket
Submissions for Software Contained in Medical
Devices

Purpose: Necessary documentation for software design
issues relating to safety, reliability, and efficacy.
Audience: FDA Reviewers; persons who manufacture
medical devices containing software and are required to
submit a premarket submission.

No |Does the device use Off-the-shelf software?

Yes

Guidance: Guidance for Off-the-shelf Software Usein
Medical Devices

Purpose: Describe the additional documentation
necessary to demonstrate validation of proposed use of

Done

OTS software.

Audience: FDA Reviewer; persons who manufacture
medical devices containing OTS software and are
reguired to submit a premarket submission.

Figure 1: Relationship of Softwar e Related Documents
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1.7  Terminology

FDA/CDRH guidance documents by definition do not establish legally binding requirements. A
guidance document is published to recommend a means, but not the only means, of demonstrating
compliance to relevant medical device regulations.

For regulatory consistency, this document uses the terms "verification” and "validation™ as they
are defined in FDA's medical device Quality System regulation. However, the use of “validation”
in this document is limited to “design validation” and does not include “ process validation” as
defined in the Quality System regulation. Unless otherwise specified herein, al other terms are as
defined in the current edition of the FDA "Glossary of Computerized System and Software
Development Terminology".

Verification is defined in the Quality System regulation as "confirmation by examination and
provision of objective evidence that specified requirements have been fulfilled." In a software
development environment, software verification is confirmation that the output of a particular
phase of development meets all of the input requirements for that phase. Software testing is one
of severd verification activities, intended to confirm that the software development output meets
itsinput requirements. Other verification activities include walkthroughs, various static and
dynamic analyses, code and document inspections, etc.

Design vaidation, is defined in the Quality System regulation as “establishing by objective
evidence that device specifications conform with user needs and intended use(s).” One
component of design vaidation is software vaidation. Software validation is establishing, by
objective evidence, that the software conforms with the user needs and intended uses of those
functions that have been alocated to the software. Software validation is a part of design
validation of the finished device. It involves checking for proper operation of the software, after
integration into the device, in its actual or simulated use environment. Software validation is
highly dependent upon comprehensive software testing and other verification tasks previously
completed at each stage of the software development life cycle. For example, both apha and beta
testing of device software in asimulated or rea use environment may be included as components
of an overall design validation program for a software automated device.
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SECTION 2. Leve of Concern

FDA/CDRH usestheterm "level of concern” as an estimate of the severity of injury that a device
could permit or inflict (directly or indirectly) on a patient or operator as aresult of latent failures,
design flaws, or using the medical device software. The extent of the premarket review process
pertaining to software products is proportional to the level of concern. Therefore, it isimportant
to clarify the role of the software in causing, controlling, and/or mitigating hazards which could
result in injury to the patient or the operator. Manufacturers are asked to specify in premarket
submissions the level of concern for the software product and describe how the level of concern
was determined. This section provides suggested criteria that could be used to establish the level
of concern for medical devices containing software. This approach could aso be used in
determining the severity of injury that could result from each hazard identified in the hazard
analysis.

2.1  Background

Inadequate or inappropriate software development life cycle and risk management activities,
inappropriate use of amedical device, and/or operational errors could lead to unsafe or ineffective
delivery of energy, drugs, life-supporting or life-sustaining functions, or to incorrect or incomplete
information causing a misdiagnosis or selection of the wrong treatment or therapy. Therefore,
risk(s) associated with potential failures or design flaws is a concern during the review of software
contained in medical devices.

The level of concern for medical device software varies over a continuum. Accordingly, itis
essential that the criteria used to determine the level of concern be straightforward. If level of
concern determinations have already been made for specific devices and review criteriaare
aready established by division management, division review procedures, and/or by the Office of
Device Evaluation, they take precedence over manufacturers statements of level of concern.

Various national and international consensus standards and references (Appendices B and C)
classify the severity of risk on an incrementa scale. Thisis helpful for determining the appropriate
degree of rigor and the kinds of risk management activities that should be performed.

2.2 Approach Recommended by FDA for Risk Estimation and Control

In generd, risk is considered the product of the severity of injury and the probability of its
occurrence. However, software failures are systematic in nature and therefore their probability of
occurrence can not be determined using traditional statistical methods. As such, risk estimation
for software products should be based on the severity of the hazard resulting from failure,
assuming that the failure will occur. Manufacturers are encouraged to use the risk identification
and control techniques promoted in standards and references.

2.2.1 Définitions

The suggested approach to determining level of concern yields a maor, moderate, or minor level
of concern. Definitions associated with major, moderate, and minor level of concern relate to
5
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outcomes of software failure:

Major - Thelevel of concernis maor if operation of the software associated with device
function directly affects the patient and/or operator so that failures or latent flaws could
result in death or serious injury to the patient and/or operator, or if it indirectly affects the
patient and/or operator (e.g., through the action of care provider) such that incorrect or
delayed information could result in death or serious injury of the patient and/or operator.

Moder ate - The level of concern is moderate if the operation of the software associated
with device function directly affects the patient and/or operator so that failures or latent
design flaws could result in non-serious injury to the patient and/or operator, or if it
indirectly affects the patient and/or operator (e.g., through the action of a care provider)
where incorrect or delayed information could result in non-serious injury of the patient
and/or operator.

Minor - Thelevel of concernis minor if failures or latent design flaws would not be
expected to result in any injury to the patient and/or operator.

Seriousinjury - as adopted from the Medical Device Reporting (MDR) regulation in the
Code of Federal Regulations 21 CFR 803.3 (aa), means an injury or illness that:

i. islifethreatening,

ii. resultsin permanent impairment of a body function or permanent damage to a body
structure, or

iii. necessitates medical or surgical intervention to preclude permanent impairment of a
body function or permanent damage to a body structure.

Permanent - for the purposes of this subpart, permanent means irreversible impairment or
damage to a body structure or function excluding trivial impairment or damage.

2.2.2 Decision Process

The level of concern for medical device software may be determined by sequentially answering the
following five key questions, prior to mitigiation. If the answer to any one (or more) of the
guestions is yes, the software may be of major or moderate level concern. If the answer to any
guestion is no, continue on to the next question. (Refer to Figure 2).

1. Does the device software control alife supporting or life sustaining device?

2. Does the device software control the delivery of potentially harmful energy which could
result in death or serious injury, such as radiation treatment systems, defibrillators, and so
forth?

3. Does the device software control treatment delivery, such that an error or malfunction

with the delivery could result in death or serious injury?
6
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4. Does the device software provide diagnostic information on which treatment or therapy is
based, such that if misapplied it could result in serious injury or death?

If yes, then the device may be of a"major” level of concern, especidly in cases where
diagnostic information would be misleading or inaccurate, or inappropriate therapy would
be delivered. These situations may result in serious injury to the patient through an
improper diagnosis of a serious medical condition or improper treatment.

A device may provide data for which it is unlikely that the clinician will exercise
independent judgement. The following are examples of scenarios that might arise:

Major: aradiation treatment system delivering potentially harmful radiation
therapy without user knowledge; and

Moderate:  asystem providing incorrect diagnostic information which is readily and
easily detected and overridden based on patient demographics, symptoms,
and other tests.

In the latter case, one in which clinical judgement would be exercised to override the
information provided by a medical device (even in cases of incorrect data), the device
would be considered one of lower level of concern.

5. Does the device software provide vital signs monitoring and alarms for potentidly life
threatening situations in which intervention is necessary?

If the answer is yesto any of the above questions, the following question should be answered:

Does the software directly affect the patient so that failures or latent design flaws could
result in death or serious injury to the patient, or does it indirectly affect the patient such
that incorrect or delayed information could result in death or serious injury to the patient?

If the answer isyes, the level of concernismagjor. If the answer is no, then the following should
be answered:

Does the software directly affect the patient so that failures or latent design flaws could
result in minor to moderate injury to the patient, or does it indirectly affect the patient
such that incorrect or delayed information could result in non-serious injury to the patient?

If the answer isyes, the level of concern is moderate. If the answer is no, then the level of
concern is minor.

In conclusion, reviewers should expect reasonably complete evidence to support the level of
concern determination for medical device software.
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yes

Does the software:

Control alife supporting or
sustaining device?

yes

no

Control delivery of harmful
energy?

yes

no

Control treatment delivery?

yes

no

Provide diagnostic
information as a basis for
treatment or therapy?

yes

no

Perform vital signs
monitoring?

Prior to mitigation,
could a software
faillureresult in
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Section 3. Documentation in a Premarket Submission

Software documentation in premarket submissions should be consistent with the intended use of
the device, level of concern of the software, and type of premarket submission. Table 1
summarizes the types of documentation that should generally be provided for a device in each of
the three levels of concern. Note, if a device-specific guidance exists, it supersedes Table 1
Manufacturers may contact the corresponding ODE review division prior to making a submission
to obtain any additional pertinent information.

The discussion that follows provides additional information about each of the software
documentation categories described in Table 1. Note that depending on the level of concern of
the software, it may not be necessary for the manufacturer to submit some or al of the
documentation described for each category.

31 Level of Concern

Provide the level of concern of your software, and the supporting rationale (see Section 2 for
details). If thelevel of concern is major, and you have not previousy submitted a premarket
submission for this type of device to ODE, it is strongly recommended that you contact the
appropriate division prior to making the submission.

3.2  Software Description

Provide a comprehensive overview of the device features that are controlled by software, and
describe the intended operational environment.

3.2.1 Device Features Controlled by Software

What is the role of the software in your medical devices? What does the software do, and as
important, what does the software NOT do? How does the user interact with the software?
What software functions can be controlled or modified by the user, and which are unchangeable?
Which, if any, of the software features have hardware over-rides or backups?

This information should generally be provided in paragraph format, and should highlight

major/significant software features. A detailed description of software requirements is addressed
under subsection 3.5, Software Requirements Specification.

3.2.2 Operationa Environment

The description of the intended operational environment should include the following:

programming language
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hardware platform
operating system (if applicable)’
use of Off-the-Shelf components (if applicable)*

" If your device uses Off-the Shelf components, please refer to FDA’s (draft) Guidance for
Off-the-Shelf Software Use in Medical Devices (see Appendix C.6).

3.3  Device Hazard Analysis

Submissions for any level of concern should contain a device hazard analysis that takes into
account all device hazards associated with its intended use, hardware, and software. The hazard
analysis should include the following:

a) the hazardous event;

b) level of concern of the hazard;

C) the cause(s) of the hazard;

d) the method of control;

€) corrective measures taken, including aspects of the device design/requirements, that
eliminate, reduce, or warn of a hazardous event, including a discussion of their
appropriateness; and

f) testing to demonstrate that the method of control was implemented correctly.

Thisinformation istypically presented in atabular format. When performing a hazard analysis,
manufacturers should be careful to include all foreseeable hazards, including those resulting from
intentional or inadvertent misuse of the device.

There are times when a fault tree analysis of the softwareis useful. For each identified hazard, a
detailed analysis should be carried out to discover the conditions which might cause that hazard
(see (c) above). There are various techniques, one of which is a fault tree analysis which involves
identifying the undesired event and working backwards from that event to discover the possible
causes of the hazard.

3.4  Software Requirements Specification (SRS)

The Software Requirements Specification documents the requirements for the software. This
typically includes functional, performance, interface, design, and developmenta requirements.
Examples of some typical requirements that would be included in a SRS include:

a) hardware requirements, including microprocessors, memory devices, sensors, energy
sources, safety features, communications, etc.;

b) programming language and program size(s);

C) interface requirements, including both communication between system components and
communication with the user (e.g., printers, monitors, keyboard, mouse, etc.);

d) software performance and functional requirements, examples of which include:

10
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- algorithms or control characteristics for therapy, diagnosis, monitoring, alarms,
analysis, and interpretation (with full text references or supporting clinical data if
necessary),

- device limitations due to software,

- internal software tests and checks,

- error and interrupt handling,

- fault detection, tolerance, and recovery characteristics,

- safety requirements,

- timing and memory requirements,

- identification of off-the-shelf software (if appropriate).

For aminor concern device, it isusualy sufficient to provide only the functiona requirements
section from the SRS. For moderate and major concern devices, the complete SRS should be
provided.

3.5  Architecture Design Chart

For minor level devices, submissions should contain a chart depicting the partitioning of the
software into its functional subsystems. Note, it is not necessary to include each and every
software module. The chart should depict the software architecture at the functional level.

For moderate and major concern devices, the chart should be more detailed, although still focused
at the functional level. The submission should also include alist of functional modules, and a
description of the role that each module plays in fulfilling the software requirements.

3.6  Design Specification

The software design specification is a description of what the program should do and how it
should doit. It should both provide a high level summary of the design and specifications detailed
enough such that a programmer is not required to make ad hoc design decisions. The software
design specification should include documentation of the elements listed below, and will likely
reference separate documentation for some of these elements:

Software Requirements Specification, including predetermined criteriafor
acceptance of the program;

Development standards and programming standards;

Hazard Analysis;

Systems documentation (context in which the program is intended to function, e.g.
systems documentation narrative or context diagram);

Hardware to be used;

Parameters to be measured or recorded,;

Logic (logica structure, control logic, logical processing steps);

Data Structures and data flow diagrams;

Definitions of variables (control and data) and description of where they are used;

11
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Error and alarm messages,

Supporting software (e.g. operating systems, drivers and other application
software);

Communications links (links among internal modules of the software, links with
the supporting software and links with the hardware); and

Security measures (both physical and logical security).

3.7  Traceability Analysis

Provide atraceability analysis or matrix which links requirements, design specifications, hazards,
and validation. Traceability among these activities and documentsis essential. This document
acts as amap, providing the links necessary for determining where information is located.
Although it is possible to document traceability through a shared organizational structure and
common numbering scheme, appropriate information should be provided to guide the review
through the information included in the submission.

3.8  Development

For moderate and major concern devices, sponsors should provide a summary (typically no more
than 2-4 pages) of the software development life cycle plans. The summary should describe the
processes that are in place to manage the various software development life cycle activities. Also
for moderate concern devices, sponsors should provide a summary of the configuration
management and maintenance plans.

In addition, for major concern devices, the submission should include an annotated list of the
control/baseline documents generated during the software development process, as well as the
configuration management and maintenance plan.

3.9 Vadlidation, Verification and Testing

Software verification involves a systematic application of various analyses, evaluations,
assurances, and testing of the software and its supporting documentation at each stage of the
software devel opment process, to assure that al the requirements specified for that stage have
been fulfilled. Software validattion uses similar analytical techniques, but goes further to assure,
to the extent possible, that the finished device (with its incorporated software) is appropriate for
itsintended use and will be reliable, and safe.

The following test information should be provided:
a) for a device in which the software is considered of minor level of concern:

- a software functional test plan with pass/fail criteria, data, and an anaysis of the
results,

12
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b) for a device in which the software is considered of moderate level of concern:
- adescription of the verification activities at the unit, integration and system level,
- asystem level test protocol including pass/fail criteria, and test results;

C) for adevice in which the software is considered of maor level of concern:
- adescription of the verification activities at the unit, integration and system level,

- unit, integration and system level test protocols including pass/fail criteria, test
report, summary, and test results.

All testing information should include the version and revision identifiers for the software and a
discussion of testing results should include a discussion of how the following was tested (when
applicable):

- fault, alarm, and hazard testing,

- error, range checking, and boundary value testing,

- timing analysis and testing,

- specia agorithms and interpretation tests and analysis,
- stress testing,

- device options, accessories, and configurations testing,
- communications testing,

- memory utilization testing,

- qualification of off-the-shelf software (see Appendix C.6),
- acceptance and beta site testing, and

- regression testing.

3.10 Revison Leve History

For moderate and major concern software, the submission should include the revision history log,
documenting all major changes to the software during its development cycle.

3.11 Unresolved Anomalies (Bugs)

For moderate and mgjor concern software, the submission should include alist of all unresolved
software anomalies. For each anomaly, indicate the problem, the impact on device performance,
and, if appropriate, any plans or timeframes for correcting the problem. Thislist of bugs should
be communicated to the user in the device labeling.

13
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3.12 Rdease Verson Number

For all levels of concern, the submission should include the release version number and date for
the software that will be included in the marketed device.

14
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SECTION | SOFTWARE MINOR CONCERN | MODERATE MAJOR CONCERN

NUMBER | DOCUMENTATION CONCERN

2,31 Level of Concern All levels of concern

3.2 Software Description All levels of concern

3.3,43 Device Hazard Analysis All levels of concern

34,42 Software Requirements Software functional | SRS

Specification (SRS) reguirements from
SRS

35 Architecture Design Chart | A chart depicting A chart depicting the partitioning of the software
the partitioning of system into functional subsystems, listing of the
the software system | functional modules and a description of how each
into functional fulfills the requirements.
subsystems

3.6 Design Specification No documentation Software design specification document
is necessary in the
submission.

37 Traceability Analysis No documentation Traceability among requirements, identified hazards,
is necessary in the and Verification and Validation testing.
submission.

38,41 Development No documentation Summary of software Summary of software life
is necessary in the life cycle development | cycle development plan.
submission. plan, including a Annotated list of control

summary of the documents generated

configuration during development

management and process. Include the

maintenance activities. | configuration management
and maintenance plan
documents.

3.9 Validation, Verification Software functional | Description of VV&T Description of VV&T

and Testing (VV&T) test plan, pass/ fail | activities at the unit, activities at the unit,
criteria, and results | integration and system | integration and system
level. System level test | level. Unit, integration and
protocol including system level test protocols
pass/fail criteria, and including pass/fail criteria,
tests results. test report, summary, and
tests results.

3.10 Revision Level History No documentation Revision history log
is necessary in the
submission.

311 Unresolved anomalies No documentation List of errors and bugs which remain in the device

(bugs) is necessary in the and an explanation how they were determined to not
submission. impact safety or effectiveness, including operator
usage and human factors.

3.12 Release Version Number Version number and date for all levels of concern.

Tablel Documentation in a Premarket Submission
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Section 4. Risk Management Activities During the Software Life Cycle

This section provides an overview of risk management activities and where they fit into the
medical device software life cycle. The software life cycleis briefly described. For more specific
details of life cycle activities, refer to FDA guidance on “ General Principles of Software
Validation.”

4.1 LifeCycle Models and Development Methodologies

The software life cycle is a microcosm of the entire device life cycle. The manufacturer can

choose a software life cycle model and development methodology that is appropriate for their
device and their organization. Generdly, the life cycle modd selected should include activities for
risk management, requirements analysis and specification, design (both top level and detailed),
implementation (coding), integration, validation, and maintenance. A software life cycle model
should be understandable, thoroughly documented, results oriented, auditable, and traceable, and
should promote appropriate feedback within the development process. “Code-and-fix” isa
commonly used, but not very effective approach to the software life cycle, because it provides no
means for identifying risks, assessing quality, and identifying and eliminating anomalies early in the
devel opment process.

There are avariety of life cycle models, such as. waterfal, spiral, evolutionary, incremental, top-
down functional decomposition (or stepwise refinement), formal transformation, etc. Medical
device software may be produced using any of these or other models, as long as adequate risk
management activities and feedback processes are incorporated into the model selected. It is
feasble to intermix different life cycle models and methodol ogies among subsystems and
subcomponents (i.e., hardware, software, materias, etc.). Terminology from model to model and
methodology to methodology may vary. A generic life cycle model is depicted in Figure 3,
depicting the relationship of risk management activities to life cycle activities.

16
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V' S .
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Hazarq o Control
Anaysis Verification Control
3.0 5.0
Detailed Verificatio
Design and Module Test
v Soecification !
4.0
Implementation
(Coding)

Figure 3: Generic Software Life Cycle Model

4.2  Reguirements Analysis and Specification

Early in the device design process, there is an activity which identifies and analyzes customer or
end-user functional and performance requirements for the device, and determines which of those
device (system) requirements will be allocated to software. It isimportant to define the role of
the software in the device at thistime, in particular with regard to risk-related functions. During
this requirements activity, the functions to be performed, controlled, or monitored by the software
are documented. Software quality characteristics, such as human factors, functional
characteristics, response times, output, safety requirements, etc., are defined, along with
acceptance criteria.

Software safety requirements are derived from the preliminary hazard analysis and ongoing risk
management activities, as requirements are updated throughout the life cycle process. Any
hazardous software functions are identified, evaluated, and traced to be able to show subsequent
mitigation of the risk associated with those functions to an acceptable level.

17
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4.3 Risk Management

Risk management is a combination of risk analysis and risk control activities. Risk analysisis used
to estimate the risk associated with the use of the device, and risk control is used to mitigate the
risk to an acceptable level. It isnormal for a manufacturer to have a risk management plan that is
used to define and control the risk analysis and risk control activities. These activities are ongoing
throughout the device life cycle. Risk analyses should be performed for the device as an entity, as
well as mgor components/subsystems. Appropriate techniques should be chosen so that risk
analyses for the software, electronics, biomaterias and so forth, can be effectively integrated and
analyzed at both the device level and at the subsystem level.

Several national and international consensus standards, such as those cited in Appendix B, can
assist manufacturers during this process.

There are many dimensionsto risk, for example: cost, integrity, security, safety, etc. For FDA’s
review of medical devices, the primary focusis on the safety dimension of risk. Software risk
management is a subset of the overall risk management of the device. Risk isreduced when the
severity of the consequence of the hazard is reduced and/or the likelihood of the hazard
occurrence is reduced. When ahazard is specificaly linked to the software, the likelihood of
hazard occurrence is directly related to the failure rate of the software. The calculation of accurate
software failure rates is difficult, if not impossible. Therefore, risk reduction and mitigation
techniques for software should be employed to control the severity of a hazard assuming that the
likelihood of occurrence is unacceptably high.

4.3.1 Risk AnalysisActivities

Risk analysisincludes hazard analysis and risk estimation. Hazard analysis provides documented
identification for potential device hazards. Potential device hazards are identified for al reasonably
foreseeable circumstances. Hazard analysis is conducted in accordance with established
procedures. It should begin early in the life cycle, as requirements are established, and should be
updated as development progresses, to assess the effectiveness of hazard mitigation and whether
any new hazards have been introduced. Device hazards should be considered for their effect on
the following: patients, operators, bystanders, service personnel, and the environment.

For each identified hazard, alist of possibleinitiating causes is developed. |nitiating causes can
come from any of the following areas. human factors, hardware faults, software faults, integration
errors, and environmental conditions. A variety of methods can be used to perform the hazard
anaysis (e.g. fault tree analysis, failure modes and effects analysis). In generd, different methods
will be used during different phases of the development life cycle as more becomes known about
the end product. The manufacturer is expected to select the appropriate methods for their device
and itsintended use. For purposes of this document, a software related hazard is defined as any
device hazard that hasitsinitiating cause or amajor contributing cause in software. For software
related hazards, the hazard analysis documentation should identify traceability from the device
level down to the specific cause in the software.

Risk estimation is conducted for each identified hazard. Therisk estimation is based on the
18
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severity of resulting consequences and the likelihood of occurrence. For each hazard a severity
level should be assigned. Severity levels can be defined using the level of concern terminology
(major, moderate, and minor) used in this document.

For each hazard, alikelihood of occurrence should be assigned. In the case of software related
hazards, one component of thislikelihood is directly related to the software failure rate. The
software failure rate is the result of systematic (versus random) software faults. Due to the nature
of systematic faults, the accurate estimation of software failure ratesis difficult. Unlessthe
accuracy of the software failure rate can be confirmed it will not be appropriate to control risk
based on estimated software failure rate. For software related hazards, software failure rates need
not be calculated if the manufacturer assumes that the software failure rate is at an unacceptable
level. Using this approach, the manufacturer will be able to concentrate resources on creating
design solutions that reduce and/or eliminate the severity of hazards.

A device may have multiple potential hazards associated with it. Likewise, each hazard may have
multiple potential causes. The goa should be to identify all potential causes for each hazard. The
degree of effort and detail in characterizing potential causes of a hazard should be commensurate
with the severity of resulting consequences. The methods used to identify hazards and their
causes, and to categorize severity should be documented.

4.3.2 Risk Control Activities

Risk control isintended to eliminate a hazard or to mitigate the estimated risk to an acceptable
level. Risk control methods are directed at the cause of the hazard. Several risk control methods
and their priority are as follows:

1) eliminate or reduce the risk by inherent safe design or redesign;
2) reduce the risk by protective measures; and
3) reduce the risk by adequate user information, such as sufficient warnings.

For each identified hazard, the manufacturer should identify the risk control method that was used
to eliminate the risk or reduce the risk to an acceptable level. For each software related hazard,
the manufacturer should indicate the severity level after the risk control method has been
implemented. The goal isto reduce all software related hazards to a minor level of concern.

A determination is made about the appropriateness of the residual risk for each hazard/cause
combination. Following this, a determination is made as to whether or not the risk control
measures introduced any new hazards. If so, the processisrepeated. Referring to Figure 4, steps
2 through 7 are repeated for each potential hazard while steps 4 through 6 are repeated for each
potential cause. After all potential hazards have been evaluated, afina determination is made
about the device safety.

19
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4.3.3 Documentation

Several work products result from the ongoing risk management process. A hazard analysis by
itself is not sufficient. Manufacturers should also document:

1) adescription of the identified hazard;
2) the severity level of the hazard (magjor, moderate, or minor);

3) the specific software cause of this hazard, so it can be traced to the specific location in
the software;

4) risk control method employed;

5) test or verification method used to confirm the risk method employed; and

6) severity level of the hazard after the risk control method has been implemented.
- what the estimated severity of each hazard is and how it was categorized,

- what risk reduction and mitigation techniques were implemented and how their
effectiveness was assessed; and

- testing and evaluation demonstrating the implementation of the safety features.
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1.0

Identify al potential hazards 1..X

20

Estimate severity of hazard n

3.0

Identify all causes 1..x of hazard n

4.0

Implement risk reduction & mitigation

4.1 4.2 4.3
Reduced risk by Reduce risk by Reduce risk by
inherent safe Protective measures warnings
(re)design

5.0

Determine severity and acceptability of
residual risk

Repeat for each cause

6.0

Determine if new hazards have been
introduced

Repeat for each hazard

7.0

Determine if device safety is adequate

Figure 4: Risk Management Process (Adapted from |EC 60601-1-4)
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Appendix A. Technological |Issuesand Special Topics

This appendix, which isinformative, provides a brief discussion of avariety of special topics that
relate to software and premarket submissions. These topics are mentioned to give reviewers a
"heads-up" to alert them that the software may incorporate these features and may need special
attention or further research. For a more comprehensive discussion of individual topics, consult
the references in Appendices D and E.

A.1 Artificid Intelligence, Expert Systems, and Neural Networks

Artificia intelligence (Al) isafield of research in computer science which studies methods and
techniques by which computational machinery may exhibit behavior and responses similar to those
exhibited by humans and other biological organisms. Two areas where concepts derived from
artificial intelligence research have been applied to problem solving tasks are expert systems and
artificial neural networks.

Expert systems attempt to model very specific areas of human knowledge or expertise by ditilling
the experience of human experts into a set of algorithms which can be executed by software. The
expert system often consists of a knowledge base (consisting of rules, heuristics, or relationships
between objects or data) and an inference engine which manipulates the knowledge according to
selected criteria. Expert systems use these rules or heuristics on facts input into the system to
solve problems in a narrow, well-defined domain or area. Typica applications for expert systems
include circuit analysis and design, fault detection and diagnosis, automated finance assessment
and loan processing, and medical diagnosis and therapy recommendation.

An artificial neural network (ANN) is a data processing architecture that is modeled on principles
exhibited in natural or biological neural networks. Artificial neural networks are often used to
represent or process nonlinear functions applied to large data sets. Artificial neural network
engines can be implemented in software, hardware (using parallel processing architectures) or a
combination of both. Artificial neural networks are well-suited for detecting trends or patternsin
data, and are typically used for speech and natural language processing, machine vision and image
recognition, financial trend forecasting, and automated medical image processing. Artificia
neural networks are represented symbolically as an interconnected network of nodes arranged in a
specific topology or configuration. Links between nodes represent dependencies between nodes
and have weights associated with each link representing the strengths of the dependencies.
Artificial neural networks typically have an input layer, hidden or processing layers, and an output
layer. The links between nodes, and potentially the topology of the network itself, are adjusted
for specific tasks by training of the network, which involves exposing the network to
representative data sets to be processed. Output from the network are compared to desired
results and corresponding adjustments are made to reduce any discrepancies between the desired
output and the actual output. Thefield of artificial neural networksisarapidly expanding one,
and many artificial neural network models, learning methods, topologies, and training regimens
currently exist with others being created constantly.

Expert systems and artificial neural networks are relatively new technologies which are
increasingly being incorporated into medical devices. However, they pose specia challenges
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regarding the validation of the core processing architectures: the knowledge base and inference
engine for expert systems, and the neural net engine for artificial neural network systems.

The knowledge base of expert systems needs to be verified for accuracy of information and of the
relationships between data objects or object classes. The heuristics and rules governing the
inference engine need to be analyzed to ensure that there are no logical or common-sense
contradictions or paradoxes that exist or that are possible by the system in operation. Any output
or determination produced by an expert system should also be accompanied by the reasoning path
followed by the software to reach its conclusions. Such information should serve to allow the
user to determine if the reasoning path followed by the expert system is sound, or if other valid
reasoning paths were not appropriately explored.

Artificial neura networks are, by their very nature, difficult (if not impossible) to qualify using
traditional software engineering methodology. The strength of artificial neural networks, the
ability of the network to “learn” by example and self-adjust its internal parameters or
configuration, is what makes validation of artificial neural network engines problematic. The
performance and behavior of artificial neural networks are determined by selective exposure to
training sets and its environment, not by strict specifications. In some cases, artificial neural
networks can behave in a non-deterministic manner (that is, the same input may produce different
outputs at different times). Traditional software engineering methodologies are designed and
intended for deterministic software implementations.

The design, assumptions, learning method, and training set data for an artificial neural network
should be evaluated for appropriateness and correctness. The network designers should justify
and explain the choices made for the artificial neural network model, topology, and training sets,
aswell as explain and justify the data set class that the artificial neural network is intended to
analyze or process. The designers should describe how overfitting or overtraining of the network
was avoided, i.e., when it was decided that the network was “trained” sufficiently to enable
appropriate performance before the network begins to extract irrelevant details from the data
from overexposure to example sets. When examining the training set presented to the neural
network, it isimportant to ensure that the features to be extracted (such as a specific pattern to be
detected) remain the common element within the training set data. Once training has been
completed, additional data sets should be processed through the network to ensure that the
performance remains as expected and relevant data is extracted appropriately. Tests should be
performed to ensure that the network was not trained to detect a particular peculiarity of the
training set instead of the intended features. Raw data processed by the system should be
presented to the user for comparison with the output from the system.

A.2  Automatic Code Generators

Some computer assisted software engineering (CASE) tools (see B.3) include automatic code
generators. Software from automatic code generators should be validated the same way as any
other software. This may include, where appropriate, requirements traceability and code
walkthroughs.

A.3  Computer Assisted Software Engineering (CASE) Tools
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Computer assisted software engineering (CASE) tools are often used to automate or assist in
software development and increase productivity. There are many different tools and types of
toolsavailable. At present thereis not asingle tool or suite of tools from a single vendor which
covers all phases of the development life cycle. This raises concerns about the accuracy of
outputs from CASE tools; particularly when developers work in a non-integrated or multi-vendor
tool environment.

A.4  Changesand Modifications

Changes and modifications will occur during the development life cycle, after adevice isfielded,
and as a product line matures. Modifications may take the form of requirements changes, design
changes, corrections, or enhancements. The extent and nature of the modifications will determine
whether: (1) they can be accommodated by configuration management and change control
procedures; or (2) the requirements of the entire development life cycle apply. Of primary
concern is the effect of the modifications on risk analysis and control measures.

Examples of changes include:
1) New hardware platform. This could be migrating to a newer version of the same

architecture family, such as 1386 to 1486, or changing architectures such as from
1486 to a workstation.

2) New operating system. This could be migrating to a newer version of the same
operating system or changing operating systems.

3) New compiler. This could be migrating to a newer version of the same compiler
or changing compilers.

4) New functionality. Thisincludes new features and capabilities that are provided
for the end-user.

5) Design enhancements and corrections. This includes changes to the internal
software design that may or may not be visible to the end-user. These changes are
undertaken to improve software performance, safety, and reliability.

The extent and nature of the changes and modifications will aso determine whether a new 510(k)
submission is required or information about the changes and their effect on software safety and
reliability may be submitted. Refer to the latest version of FDA/CDRH publication "Deciding
When to Submit a 510(k) for a Change to an Existing Device." Changes to an investigational
device or PMA device should be handled consistently with those types of devices and
submissions. (See Appendix C.6.) For more detailed information regarding software changes,
refer to the medical device Quality System regulations (see Appendix C.6) and Genera Principles
of Software Validation (see Appendix C.6).

A5 Clinica Data

When new algorithms are employed, whether for treatment, diagnosis, or monitoring, clinical data
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may be necessary to establish the modified device' s safety and effectiveness. This does not imply
that every new algorithm needs to be clinically tested, especialy since new agorithms may be
developed for issuesthat do not relate to the inherent risk of a device, such as anew
communication protocol for an internal printer. Manufacturers, however, should be aware that
utilizing new algorithms for various aspects of treatment, diagnosis, interpretation, monitoring,
etc. may need to be clinically validated by appropriate clinical trials that yield relevant clinical data
and results. The reviewing division within CDRH should aso be contacted as early as possible
for proper guidance and requirements. Determinations of whether a particular deviceisa
significant risk device and requires an IDE submission to the agency should be made by the
reviewing division and/or an institutional review board (IRB). Regardless of whether an IDE
application is submitted, adequate informed consent should be made available to the patient and
the study should be approved by an IRB.

A.6  Closed Loop and Target Control

Closed loop systems typically include patient feedback, while target control typicaly "estimates’
patient response. In either case, control of adeviceisbased on 'real’ or 'estimated' patient data.
Typicaly, these types of devices have required clinical datato support the algorithms on which
they are based. In either case, the design and architecture of the system (including software)
should allow for partitioning of the system so that complexity is reduced, and safety and testability
are maximized. Safety isacritical issue since the clinician is removed from direct control of the
device. Adeguate risk assessment and mitigation activities should be performed during the
software life cycle process, and failure analyses techniques should include assessing multiple event
failures. Some single event failures may not pose a direct safety hazard; however, this may
change when multiple event failures occur concurrently or in a particular sequence. Evenif a
legally marketed device is incorporated into a closed loop or target control system, requalification
of the device in order to assess its appropriateness for incorporation into one of these kind of
systems may be necessary, especialy since the behavior in a closed loop system may alter the way
adevice typicaly functions. Due to the nature of using a device to either monitor or control
therapy in a closed loop system, qualification of the device and any modifications should also be a
part of the software life cycle processes and methodologies.

A.7  Custom Operating Systems

Redl-time systems may utilize a custom operating system which is designed and developed for a
particular use, especially on a higher level of concern device. An executive system is essentially
an operating system much like that on a personal computer that manages processes and resource
allocation. They typically include a clock, an interrupt handler, a scheduler, a resource manager, a
dispatcher, a configuration manager, and a fault manager. Monitoring and control systems are
real time systems which are designed to a generic architecture and are used for checking sensors
which provide information about the system’s environment and take actions depending on the
sensors reading. Monitoring systems take action when some exceptional sensor value is detected.
Control systems continuously control hardware actuators depending on the value of associated
sensors. Another type of real-time system is a data acquisition system which collect data from
sensors for subsequent processing and analysis. These aso typically have a generic architectura
design.
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A.8 DataCompression

Many data processing devices, such as a holter monitor, involve storage of large volumes of data.
To reduce the storage requirements, there is a need to reduce the redundancy in the data
representation. That is, to compress the data. The compression and expansion of data can be
implemented in hardware, firmware, or software. If compression and expansion isdonein
software, there is an increase in complexity in the software and there are many techniques that can
be used to accomplish this. Data compression can be divided into two categories. irreversible and
reversible. Irreversible techniques involve areduction of the physical representation of the data,
usually referred to as data compaction. All information is considered to be relevant in data
compression, and the compression will be followed later by expansion which recovers the origina
data. It isthe manufacturer's responsibility to show that the expanded data provides an accurate
recount of the original data.

A.9 Embedded and Real-Time Systems

Embedded and real-time systems include embedded software, software using a rea-time operating
system, programmable logic arrays (PLAS), programmable logic devices (PLDs), etc. Thistype
of software poses unique concerns about safety and reliability because, in generd, the
development environment is different than the intended operational environment. Techniques
and/or smulators and emulators should be employed to analyze the timing of critical events and
identify non-deterministic conditions.

A.10 Human Factors and Software Design

The focus of human factorsis user interface design. Poor design induces errors and inefficiency
among even the best-trained users, especially under conditions of stress, time constraints, and/or
fatigue. Although labeling (e.g., user documentation) is extremely important to good
performance, even well-written instructions are cumbersome to use in tandem with actual
operation. Also, it's difficult to write coherent documentation which describes awkward
operating procedures.

Although both hardware and software design influence the user's performance, the logica and
informational characteristics provided via software are increasingly crucial. Data presented in an
ambiguous, difficult-to-read, or counter-intuitive manner poses the threat of an incorrect reading,
misinterpretation, and/or improper data entry. An example might be a crowded display with
cryptic identifiers combined with atime lag between user response and displayed feedback. Such
design characteristics overtax the user's abilities (e.g., memory, visual perception,
decison-making, etc.), and resultant errors may have serious consequences. For more detailed
information regarding human factors, refer to Do It By Design (see Appendix C.6).

A.10.1 Common Problems

The logic and simplicity of control-activated operations and information access/manipulation is
crucial, no matter what the program medium. Below are problem areas which lead to errors, and
most are generally applicable to devices regardless of manner of control operation and
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information display or feedback:

Uncertain or no feedback following input;

missing or ambiguous prompts,

automatic resets or defaults not initialized by the user;

unreasonable mental calculations required;

no query for critica input;

complex command structure;

unfamiliar language/coding/acronyms, mnemonics, etc.;

inconsistencies among formats for successive or co-located displays;
conventions (e.g., color) contradictory to user stereotypes/expectations;
ambiguous symbols or icons;

no appropriate lock-outs or interlocks;

illogical or cumbersome control sequences or screen cal-up ("navigation”);

no status information; etc.

A.10.2 Examples

Many user errors induced by software design are attributed to other factors due to the fact that
often little, if any, physical evidence remains after the fact. Also, software-related errors can be

subtle. For example, confusion from illogical data entry sequences can induce errors only

indirectly related to these procedures. In any case, there are many software examples gathered

from incident files, recals, and anaytic findings.
Below are afew examples:

a

In at least one radiation device there have been problems due to the fact that user failure
to input a dosage (time or amount) leads to a default value. The user was not queried; nor
was the default value displayed or a warning/alarm presented.

A neonatal monitor didn't alarm for very high heart rate. It switchesto "Half-Rate"

display when rate is over 240 BPM. The patient, an infant, was hypoxic and required
emergency treatment.

CDRH discovered that aclinical batch analyzer clears al patient information fields when
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the operator attempts to remove any incorrect information for that patient. Also,
"cleared" values are reassigned in such away to increase the number of false negative
readings over the batch.

d. There have been numerous recalls of devices in which dight deviations from prescribed
operating sequences will disable the device, in some cases without any feedback to the
operator.

A.10.3 Proper Analysis and Testing Pays Off

Good human factors design involves the following; &) integrating users into the design process
early; b) close coordination of software and hardware efforts; c) including user "advocates' and
subject matter experts on the design team; and d) performing iterative analyses, smulations, and
usability tests. Tools may involve surveys, focus tests, interviews, storyboards, documentation,
efc.

The human factors engineering process can elucidate subtleties that even user-oriented designers
can overlook. For example, symbols, icons, colors, abbreviations, etc. can convey agreat deal of
information reliably, economically, and quickly; but a priori assumptions about their meaning and
clarity can be incorrect, depending upon variability among user populations, work settings, device
experience, and conventions outside of the medical area. Analysis, testing and the judicious use
of guidelines and standards can be incisive. In general, the human factors payoff includes fewer
injuries or deaths, reduced training costs, and more marketable products. A full-length primer on
human factors considerations for medical devices, titled "Do it by Design”, is available (see
Appendix C.6).

A1l Off-the-Shelf (OTS) Software

Please refer to the Guidance for Off-the-shelf Software Use in Medical Devices (see Appendix
C.6).

A.12 Open Systems and Open Systems Architecture

Open systems may be viewed differently by many people. Oneview is the ability to enable
dissmilar computers to exchange information and run each other’ s software via interfaces from
independent vendors. These would be considered “open” operating systems with increased
interoperability, flexibility, and portability. Theideais freeing proprietary pathways within each
system. Another view is one which is used more frequently and pertains to sharing device control
and communications within networks, across devices, etc. Thisalowsfor flexibility in
configuring networks and systems, and may include various aspects of medical devices and
hospital information systems such as intensive care units, critical care units, operating rooms,
pulmonary and cardiac labs, clinical |aboratories, radiology laboratories, etc. This sharing of
information, control, and network time and space increases the complexity of medical devices.
This may not be desirable for higher risk devices, especially since the environment will be difficult
to model during verification and validation. Appropriate test suites and test cases may be difficult
to analyze from a* completeness’ point of view; determining when enough testing has taken place
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and test completion criteria has been met.

The term “open system” has typicaly referred to the flexibility in using several different vendor
devicesin anetwork of some kind, which would require that each vendor have appropriate
knowledge of proprietary device drivers for appropriate communication. During the verification
and validation process, al information needed for proper communication should be well known by
all so that devices can be properly developed and tested. Because medical devices of “higher”
level of concern require a more robust operating environment, open systems may not be the most
appropriate approach.

A.13 Process Control Software

Process control software is a Good Manufacturing Process (GMP), Good Laboratory Practice
(GLP), or Good Clinical Practice (GCP) issue. While the same development life cycle and risk
management activities apply, the primary concern is that the software works correctly in the
intended manufacturing, laboratory, or clinical process.

A.14 Redundant Displays

Redundant displays, even if secondary, are relied upon as much as the original device monitor. A
redundant display allows information to be displayed at a remote location (or different position
from the parent device) and sometimes allows for limited control of the device. Manufacturers
should be aware that redundant displays are considered medical devices, just as the parent device,
and are reviewed as such. Therefore, software development activities for such a device should be
treated with the same regard. Thisisespecidly trueif the deviceis part of a“higher” level of
concern monitoring system.

A.15 Research Shareware/Fredly Distributed Software

Research shareware is software that: 1) is developed in a university/research setting; 2) receives
limited distribution in order to obtain feedback from beta testing; and 3) is developed and
distributed with no intent to market. Research shareware may be distributed in the form of object
code, source code, and/or source code listings. The functionality, safety features and procedures,
and reliability should be validated for the intended use. Should research shareware be
incorporated into a commercia product, the end manufacturer is responsible for validation,
verification, and support activities. The CDRH Office of Compliance issued a letter, dated
October 20, 1995, concerning regulatory responsibilities for research shareware.

A.16 Reuseand Libraries

" Software reuse involves reusing existing components rather than developing them specially for
an application. Systematic reuse can improve reliability, reduce management risk, and reduce
development costs. Software devel opment with reuse needs alibrary of reusable components that
can be understood by the reuser; information on how to reuse the components should also be
provided. Systematic reuse requires a properly catalogued and documented base of reusable
components. Reusable software components do not ssmply emerge as a by-product of software
development. Extra effort should be added to generalize the system components to make them
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reusable. Abstract data types and objects are effective encapsulators of reusable components.
Development according to standards for languages, operating systems, networking and graphical
user interfaces minimizes the costs of implementing a system on different types of computers.”
(Sommerville 1996, see Appendix E.1.)

If specifications, design documentation, test plans and procedures are written for the lowest level
software components, they can be reused also. Prior to reusing software, an evaluation should be
made of the appropriateness of the intended use in the new application and its affect on safety and
reliability. If the development environment or life cycle processes differ when software is reused
and supporting documentation is not consistent with the new software life cycle methodologies,
some re-engineering may need to occur to import the reused software into the new environment.

A.17 Security and Privacy

Security can be viewed in many ways. Preventing accessto data or recordsis oneview. It may
also pertain to accidental or intentional data manipulation, corruption or destruction that may
occur through environmental factors such as a power failure which causes data to be lost.
Software should be designed, verified, and validated so that these accidental, intentional, and/or
environmental data losses do not occur.

Security may aso be viewed as only allowing access to records by authorized parties. For
example, records that are maintained regarding anesthesia delivery and monitoring in the
operating room or ICU devices that maintain patient records should not be accessible to everyone.
When records are modified, an indication that the data or record was modified should appear in
the record and be printed on the patient report so that it is known that someone modified the data
that was recorded and retrieved by the device. Not alowing for such a modification could be a
potential solution. However, with many different types of editors and data conversion programs,
thisisvirtualy impossible to assure unless proprietary encryption is used so that records would
not be readable by other devices, programs, or computers. And there are some devices where
data manipulation may be desirable if the user does not agree with an event marker or
interpretation offered by a medical device, and may need the opportunity to override the decision
on therecord. It isnot within the scope of this document to provide solutions to
computer/software/data security issues. It is, however, in the scope of this document to raise this
issue and ask that manufacturers consider this during the development of software. Some
common solutions would be to provide software and data backup on aregular basis, password
protection, data recovery methods, and utilize well designed and tested encryption/decryption
algorithms when appropriate.

A.18 Stand-Alone Software

A draft policy is being developed concerning the regulation of stand-alone medical software
products.

A.19 Software Accessories

A software accessory is a software unit which is intended to be attached to or used in conjunction
with another finished device, athough an accessory may be sold or promoted as an independent
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unit. Software accessories to medical devices are typically programmed calculators or software
which:

a accept data from the user and modify it for input to a medical device, or
b. take data from a medical device and modify it for presentation to the user.
Some examples of software accessories are:

Alphafetaprotein (AFP) calculator,

Radiation therapy treatment planning software,
Intraocular lens power calculator,

Digita imaging protocol conversion software,
Pacemaker rate response factor calculator,
EEG and ECG waveform analysis software
Hemodiaysis calculator

Drug library editors for infusion pumps

By law, any product that is a component of or an accessory to amedical device, isitself also a
medical device. FDA policy isthat unless separately classified, a component, parts or accessory
to amedical deviceisregulated in the same way as its parent device.

A.20 User Modifiable Software

User modifiable software includes situations where the user is able to configure a menu, the
display screen, darm and performance limits, as well as select normal values, data base
information, or input their own interpretations, normal values and text. Thisis also ahuman
factorsissue (see A.10), but the issue of proper verification and validation during the software life
cycle becomes difficult since users can do virtually anything during use of adevice. Betasite
testing is important during software validation since it allows the users to use and try to
intentionally break the system to ensure that proper safeguards have been incorporated. Thiskind
of testing may be hard to duplicate off site unless users are invited to afacility during
development to better facilitate the verification and validation processes. Employing appropriate
requirements, device limitations, and design constraints for user modifiable software is a vita
human factors and safety concern. Life cycle processes, including testing and analysis, should
account for these concerns.

A.21 Year 2000

Many computer systems and software applications currently in use may experience problems
beginning January 1, 2000, due to their use of two-digit fields for date representation. Computer
systems may not be able to accurately perform computations involving the year 2000 using only
the last two digits, “00”. This may adversely affect the correct functioning of medical devices
and/or their manufacturing and quality control processes.
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To ensure safety and efficacy of medical devices, manufacturers should initiate appropriate actions
to avoid any potentia problems. CDRH recommends the following:

1. For future medical device applications, manufacturers should demonstrate that software
designs for medical devices and their manufacturing and quality control processes can
perform accurate date recording and computations in the year 2000 and beyond.

2. For currently manufactured medical devices, manufacturers should conduct a hazard or

safety analysis to determine whether device safety or effectiveness could be adversely
affected be the year 2000 date change.
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APPENDI X B. Relevant National and International Consensus Standar ds

The following list isa collection of current voluntary national and international consensus
standards that are directly or indirectly related to medical device software safety, reliability, and
life cycleissues. Thelist isnot exhaustive and is provided for consideration. It is understood that
standards are continually undergoing update/reaffirmation cycles; accordingly the newest
approved version should be used. The selection of a particular standard or set of standards will
depend on many factors, including the design/devel opment methodol ogy, the type of device, the
type of software, and standard corporate practices.

The standards are grouped by subject areas and may be obtained from the American National
Standards Institute (ANSI) or the Institute of Electrical and Electronics Engineers, Inc. (IEEE) at
the addresses below. Two specia volumes should be noted: (1) ANSI publishes a complete
volume of al of the ISO 9000 compendium standards; and (2) IEEE publishes a complete volume
of all of their software engineering standards.

ANS|
11 West 42nd Street
New York, NY 10036

212.302.1286 (fax)
212.642.4900 (voice)

|IEEE

445 Hoes Lane

P.O. Box 1331

Piscataway, NJ 08855-1331
908.562.1571 (fax)
908.562.3811 (voice)

B.1 Generd Life Cycle Activities

1. ANSI/IEEE 1058 Standard for Software Project Management Plans.

2. ANSI/IEEE 610.12 Software Engineering Terminology.
3. ANSI/IEEE 1063 Standard for Software User Documentation.
4, ANSI/NISO Z39.67 Software Description.

5. ANSI/IEEE 1002 Standard Taxonomy for Software Engineering Standards.
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6. ANSI/IEEE 1074 Standard for Developing Software Life Cycle Processes.

7. ANSI/IEEE 1016 Recommended Practice for Software Design Descriptions.

8. ANSI/IEEE 1016.1 Guide for Software Design Descriptions.

9. ANSI/IEEE 1045 Standard for Software Productivity Metrics.

10.  ANSI/IEEE 830 Recommended Practice for Software Requirements Specifications.
11.  ANSI/IEEE 1028 Standard for Software Reviews & Audits.

12. ANSI/IEEE 1062 Recommended Practice for Software Acquisition.

13.  ANSI/IEEE 1220 Tria-use Standard for the Application and Management of the System

Engineering Process.

14, |SO/IEC 12207 Information Technology -- Software Life Cycle Processes.

B.2  Sdfety and Reliability

1. Medical Electrical Equipment - Part 1: General Requirements for Safety - 4. Collateral

Standard: Programmable Electrical Medical Systems, |IEC (DIS) 60601-1-4.
2. ANSI/IEEE 982.1 Standard Dictionary of Measures to Produce Reliable Software.

3. ANSI/IEEE 982.2 Guide for the use of Standard Dictionary of Measures to Produce
Reliable Software.

4, ANSI/IEEE 1012 Standard for Software Validation & Verification.
5. ANSI/ANS 10.4 Nuclear Computer Programs.
6. ANSI/AIAA R-013 Software Reliability.

7. ANSI/IEEE 1228 Standard for Software Safety Plans.

8. Developing safe, effective, and reliable medical software, 1991 AAMI Monograph (MDS-
175). [available from AAMI, 3330 Washington Blvd., Suite 400, Arlington, VA 22201-

4598, 703.276.0793 (fax), 703.525.4890 (voice)]

9. |EC 1508 Functional safety: safety related systems
Part 1. General requirements;
Part 2: Requirements for programmable electrical systems (PES);
Part 3. Software requirements;
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10.

11.

12.

13.

14.

B.3

Part 4: Definitions and abbreviations of terms,

Part 5: Guidelines for the application of Part 1

Part 6: Guidelines for the application of Parts 2 and 3;

Part 7: Bibliography of techniques and measures.

ISO/IEC JTCLU/SC7 WG9 Project 7.30 Software Integrity Levels (working draft 1.0.

(committee draft) IEC TC 56(secretariat)410 Dependability - Risk analysis of
technological systems.

(committee draft) IEC SC 45A (secretariat) Control systems important to safety - 1st
supplement to IEC 880.

|EC 812: Analysis techniques for system reliability - Procedure for failure mode and
effects analysis (FMEA).

IEC 1025: Fault tree analysis (FTA).

Quality Assurance
SO 8402 Quality Management and Quality Assurance Vocabulary

SO (DIS) 8402/DAM 2 Quality Management and Quality Assurance Vocabulary
Amendment 2

SO 9000: Quality Management and Quality Assurance Standards - Guidelines for
Selection and Use

SO (DIS) 9000-1 Quality Management and Quality Assurance Standards - Part 1.
Guidelines for Selection and Use

SO (DIS) 9000-2 Quality Management and Quality Assurance Standards - Part 2:
Generic Guidelines for the Application of 1SO 9001, 1SO 9002, and 1SO 9003

| SO 9000-3 Quality Management and Quality Assurance Standards - Part 3: Guidelines
for the Application of 1SO 9001 to the Development, Supply and Maintenance of
Software

| SO 9000-4 Quality Management and Quality Assurance Standards - Part 4. Guide to
Dependability Program Management

SO 9001: Quality Systems - Model for Quality Assurance in Design/Devel opment,
Product, Installation and Servicing

SO (DIS) 9001 Quality Systems - Model for Quality Assurance in Design, Devel opment,
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22

23.

24,

25.

B.4

Production, Installation and Servicing
SO 9002: Quality Systems - Model for Quality Assurance in Production and Installation

ISO (DIS) 9002 Quality Systems - Model for Quality Assurance in Production,
Installation and Servicing

SO 9003: Quality Systems - Model for Quality Assurance in Final Inspection and Test

SO (DIS) 9003 Quality Systems - Model for Quality Assurance in Final Inspection and
Test

SO 9004: Quality Management and Quality System Elements - Guidelines
SO (DIS) 9004-1 Quality Management and Quality System Elements - Part 1. Guidelines

SO 9004-2: Quality Management and Quality System Elements - Part 2: Guidelines for
Services

SO (DIS) 9004-4 Quality Management and Quality System Elements - Part 4: Guidelines
for Quality Improvement

SO 10011-1: Guidelines for Auditing Quality Systems - Part 1: Auditing

SO 10011-2: Guidelines for Auditing Quality Systems - Part 2: Qualification Criteriafor
Quality systems Auditors

SO 10011-3: Guidelines for Auditing Quality Systems - Part 3: Management of Audit
Programs

SO 10012-1: Quality Assurance Requirements for Measuring Equipment - Part 1:
Metrological Confirmation System for Measuring Equipment

SO (DIS) 10013 Guidelines for Developing Quality Manuals
ANSI/IEEE 730 Standard for Software Quality Assurance Plans.
ANSI/IEEE 1061 Standard for a Software Quality Metrics Methodol ogy.

ANSI/IEEE 1298 Software Quality Management System, Part 1. Requirements.

Configuration Management

ANSI/IEEE 1042 Guide to Software Configuration Management.
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2. ANSI/IEEE 828 Standard for Software Configuration Plans.

3. ANSI/IEEE 1219 Standard for Software Maintenance.

B.5 Test and Evaluation
1. ANSI/IEEE 829 Standard for Software Test Documentation.

2. ANSI/IEEE 1008 Standard for Software Unit Testing.

3. ANSI/IEEE 1044 Standard for Classification of Software Errors, Faults, and Failures.

4. ANSI/IEEE 1059 Guide for Software Verification and Validation.

B.6  Automated Tools
1. ANSI/IEEE 990 Recommended Practice for ADA as a Program Design Language.

2 ANSI/IEEE 1175 Standard Reference Model for Computing System Tool
Interconnections.

3. ANSI/IEEE 1209 Recommended Practices for the Evaluation and Selection of CASE

Tools.

4. |EEE P1348 draft 6.0 (1995) Recommended Practices for the Adoption of CASE Tools.

B.7  Human Factors Engineering

1. ANSI/AAMI HE48 Human Factors Engineering, Guidelines and Preferred Practices for

the Design of Medical Devices

2. (draft) Laboratory Instruments and Data Management Systems. Design of Software User

Interfaces and Software Systems Validation, Operation, and Monitoring; Proposed
Guideline NCCLS GP19-P, val. 14, no. 14, 1994. [available from NCCLS, 771 East
Lancaster Avenue, Villanova, PA 19085, 610.525.2435 (voice), 610.527.8399 (fax)]

3. ANSI Z535.3-1991 Criteriafor Safety Symbols.
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