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Abstract

Content-Based Image Retrieval (CBIR) has been a topic of re-
search interest for nearly a decade. Approaches to date use im-
age features for describing content. A survey of the literature
shows that progress has been limited to prototype systems that
make gross assumptions and approximations. Additionally, re-
search attention has been largely focused on stock image collec-
tions. Advances in medical imaging have led to growth in large
image collections. At the Lister Hill National Center for Biomed-
ical Communication, an R&D division of the National Library of
Medicine, we are conducting research on CBIR for biomedical
images. We maintain an archive of over 17,000 digitized x-rays
of the cervical and lumbar spine from the second National
Health and Nutrition Examination Survey (NHANES II). In ad-
dition, we are developing an archive of a large number of digi-
tized 35mm color slides of the uterine cervix. Our research
focuses on developing techniques for hybrid text/image query-
retrieval from the survey text and image data. In this paper we
present the challenges in developing CBIR of biomedical images
and results from our research efforts.
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Introduction

Content-based image retrieval (CBIR) has attracted much re-
search interest in recent years [1]. In particular, there has been
growing interest in indexing biomedical images by content [2, 3,
4, 5]. Manual indexing of images for content-based retrieval is
cumbersome, error prone, and prohibitively expensive. Due to
the lack of effective automated methods, however, biomedical
images are typically annotated manually and retrieved using a
text keyword-based search. A common drawback of such sys-
tems is that the annotations are imprecise with reference to im-
age feature locations, and text is often insufficient in enabling
efficient image retrieval. Even such retrieval is impossible for
collections of images that have not been annotated or indexed.
Additionally, the retrieval of interesting cases, especially for
medical education or building atlases, is a cumbersome task.
CBIR methods developed specifically for biomedical images
could offer a solution to such problems, thereby augmenting the
clinical, research, and educational aspects of biomedicine. For
any class of biomedical images, however, it would be necessary

829

to develop suitable feature representation and similarity algo-
rithms that capture the “content” in the image.

The Lister Hill National Center for Biomedical Communica-
tions, a research and development division of the U.S. National
Library of Medicine (NLM), maintains a digital archive of
17,000 cervical and lumbar spine images collected in the second
National Health and Nutrition Examination Survey (NHANES
II) conducted by the National Center for Health Statistics
(NCHS) (figure 1 (a) and (b)). Classification of the spine x-ray
images for the osteoarthritis research community has been a
long-standing goal of researchers at the NLM, and collaborators
at NCHS and the National Institute of Arthritis and Musculosk-
eletal and Skin Diseases (NIAMS). Also, the capability to re-
trieve these images based on geometric characteristics of the
vertebral structures is of interest to the vertebral morphometry
community. Medical experts have identified visual features of
the images specifically related to osteoarthritis, but the images
have never been manually indexed for these features which in-
clude anterior osteophytes, disc space narrowing for the cervical
and lumbar spine, subluxation for the cervical spine, and
spondylolisthesis for the lumbar spine. Another archive of
100,000 digitized 35mm color slides of the uterine cervix is be-
ing created in collaboration with the National Cancer Institute
(NCI) (figure 1(c)). Researchers at NCI would like to enable use
of these images for research and training at sites around the
world. The design of a system to achieve these ends relies on re-
search in image compression, database management, and CBIR
for image query on the uterine cervix images.

Automated or computer-assisted classification, query, and re-
trieval methods for large medical image archives are highly de-
sirable, since such methods offset the high cost of manual
classification and manipulation by medical experts. We are in-
vestigating automated or computer-assisted methods that use
image features for indexing and retrieval of these images in a
manner acceptable to the biomedical community. In addition, we
are devoting research efforts into classification of pathology,
such as the detection of presence of anterior osteophytes, disc
space narrowing, subluxation, and spondylolisthesis in spine im-
ages; and squamo-columnar junction boundary, regions with ac-
etowhitening, vasculature, mosaicism and punctation, on the
uterine cervix images.

As an initial step, we have implemented a modular prototype
CBIR system for a subset of the spine x-rays and the associated
health survey text data [6]. The system supports retrieval based
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on shape similarity to a sketch of a complete or partial vertebra,
an example vertebral image, as well as conventional text retriev-
al. In this paper we present the technical considerations in devel-
oping a system for CBIR of medical images, open research
problems, and the lessons learned from our research efforts.

(¢)

Figure 1 - Example images of (a) cervical and (b) lumbar spine
x-ray from NHANES II collection, and (c) uterine cervix.

The CBIR Trail

Content-based image retrieval hinges on the ability of the algo-
rithms to extract pertinent image features and organize them in a
way that represents the image content. Additionally, the algo-
rithms should be able to quantify the similarity between the que-
ry visual and the database candidate for the image content as
perceived by the viewer. Thus, there is a systemic component to
CBIR and a more challenging semantic component. As a first
step, the images must be indexed, at least, for the pathologies of
interest.

Indexing Trail

The indexing trail (figure 2) has been presented from a systemic
viewpoint. A graphic user interface (GUI) of the indexing sys-
tem allows the users to index the text and image data. In indexing
images, visual features that correspond to the pathology of inter-
est are segmented (extracted) from the image. Shown as the
“Segmentation” block in the figure, this step is synonymous with
“Feature Extraction”. The output of the segmentation step is usu-
ally in the form of image components such as subimages, edges,
boundary contours, color/intensity measurements, texture mea-
surements, etc. Feature extraction is usually done at the local re-
gion of interest. In case of the digitized spine x-ray image
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collection, the only features of interest are the shape of the ver-
tebra and the positional relationship with other vertebrae. At the
end of the segmentation step the resulting data is a vector of 2D
coordinate points describing the vertebra boundary outline. Seg-
mentation techniques include variants of active contour segmen-
tation [7] and active shape modeling [8]. In the case of the
uterine cervix images, the extracted features include, in addition
to shape, color and texture measurements on homogeneous re-
gions that are determined using a k-Nearest Neighbor classifier.
Examples of extracted features overlaid on images are shown in
figures 3 (a) and (b).
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Figure 2 - CBIR Indexing Trail

The segmented features, then, need to be represented in a form
suitable for indexing and similarity computation. This task is
done at the “Feature Representation” stage. “Feature Vector
Computation” is often coupled with this stage. The output of
these stages is a feature vector that is often in a form invariant to
rotation, translation, scale, and also possesses many other prop-
erties such as stability, uniqueness, etc [6]. Image similarity is,
then, defined as the distance between the feature vectors for two
images. Also, each feature representation algorithm may have to
use a corresponding similarity measure. A side effect of feature
representation is loss of information incurred due to approxima-
tion which is done for algorithmic or efficiency reasons, or to
avoid the curse of dimensionality. Representations, such as his-
tograms or color averages, approximated boundaries, are often
sufficient to enable some form of CBIR and are found in many
prototype systems discussed in the literature [1]. The cost in loss
of representation of subtle variations in image features, however,
can lead to poor retrieval quality. Storing higher dimension fea-
ture vectors, while enabling query of subtleties in image content,
can cause problems for indexing, creating a Catch-22 situation.
We are experimenting with a variety of shape representation
techniques for segmented vertebrae that include polygon ap-
proximation, Fourier descriptors, shape properties, invariant
moments, and Procrustes distance [6, 9, 10]. An outstanding
problem in the extraction of feature vectors from the raw bound-
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ary data is development of an effective shape representation and
similarity method that provides for data reduction while simul-
taneously preserving the shape characteristics that are essential
for reliable indexing and retrieval.

(a) (b)

Figure 3 - Examples of segmented features: (a) c-spine vertebra
boundary, (b) regions on the uterine cervix

Data Space (Shapes)

Indexing

Figure 4 - Hierarchical cluster indexing tree

Image content represented by feature vectors is then indexed.
Unlike in a traditional database, however, it is difficult to devel-
op unique keys from the feature vectors. One approach is to use
hierarchical cluster trees (figure 4). This approach links images
to leaf nodes in a tree. It then clusters “similar” images together
and assigns their cluster centroids as parent nodes. This process
is repeated on these centroids until only one remains. Such a hi-
erarchical organization strategy can be very efficient and signif-
icantly reduces image search times. In addition, it supports both
target queries, where one matching image is sought, as well as
range queries, where images that match a certain feature mea-
surement range are sought. There are, however, some shortcom-
ings with this approach. First, it requires that the similarity
measure be a metric and most effective similarity measures are
relative. Second, the index tree is optimized for a single type of
query, e.g., in spine x-ray images, the tree might be optimized
for queries on anterior osteophytes. For other query types a new
index tree would be necessary. This limits the types of queries
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possible on a dataset and is not directly helpful to the long term
goals of CBIR. As an initial step, however, we have adopted this
approach [11] for organizing indexing trees and optimizing the
node structure with the spine x-ray images shapes. In general, or-
ganization of image features for CBIR is an open research prob-
lem. The survey text data that accompanies the images is
indexed in a traditional RDBMS. Our current implementations
do not link images indexed in the hierarchical cluster tree to the
RDBMS text data, though such an approach is conceivable. Cur-
rently, we link the image to the text data by the image name.

Retrieval Trail

The retrieval trail (figure 5) repeats many of the initial steps from
the indexing trail. Two types of queries have been discussed in
the CBIR literature, query by (image) example and query by fea-
ture. In addition, one may augment these visual queries with text
fields. These hybrid text/image queries can be very useful in
medical image databases which often have supporting text infor-
mation for the image data. Hybrid queries can significantly re-
duce the search space and improve retrieval efficiency.
Additionally, interesting variations in combining text and image
query results can be developed to further enhance system utility

RDB Tree

Image Archive

‘ Retrieval System

GUI
Query by Image Query by Process Text
Example Feature Query

Feature
Representation

Calculate Feature
Vector

Combine Results

Rank Results

Search FV Tree

Figure 5 - CBIR Retrieval Trail

The retrieval system uses the feature vector (FV) tree, the text
RDBMS, and the image archive as inputs. The GUI permits the
user to query by image example or by feature. Additionally, for
hybrid queries, the user may modify any of the text fields. Fig-
ures 6-8 show screen shots for the queries made to the prototype
CBIR software developed in MATLAB for spine x-ray images.
In case of query by image example, the user marks the region of
interest on a query image (figure 7). The retrieval system ex-
tracts necessary features and represents them in the same form as
that for the archived images. For query by feature, the feature is
specified by the user. For example, in case of spine x-ray images,
the user draws a sketch of desired vertebra shape (figure 8). It is
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conceivable that for color images one could specify a desired
color and texture. A well designed GUI could assist the user in
forming a query. The FV tree is, then, searched for images with
similar features and the results are combined with those returned
from the text RDBMS (if any) and ranked in similarity distance
order and presented to the user (figure 9).
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Figure 7 - Query by image example screen shot

Lessons Learned

Techniques covered in CBIR literature for stock images do not
meet retrieval reliability necessary for biomedical images. In this
section, we present challenges, open problems, and lessons
learned for each task in the CBIR trail during our development
and use of the research prototype system.

Segmentation: Fully automated segmentation/feature extraction
from medical images is a very challenging problem with no
method directly applicable as found in the literature. Its quality
is affected by three important factors; viz., technique, image
quality, and image size/resolution. Hence, computer assisted
segmentation is usually a more promising approach. We have
faced significant problems with poor image quality in the digi-
tized spine x-ray images where segmentation methods often con-
fuse tissue and vertebra boundaries. We discovered that
techniques that have been known to work well for smaller imag-
es often do not scale well when presented with higher resolution
images. Poor segmentation results were observed on application
of fairly robust color and texture segmentation techniques devel-
oped for 192x128 pixel Blobworld [12] images to the
2399x1637 pixel uterine cervix images from the NCI dataset.

Feature Representation: The dimensionality of the represented
feature is highly correlated with the quality and inversely with
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efficiency of retrieval. Additionally, developers of a CBIR sys-
tem must ensure that the representation technique faithfully cap-
tures the image content/semantics. We learned this lesson during
performance evaluation on retrieval quality of vertebrae with an-
terior osteophytes. The method selected for representing verte-
bra boundaries was Fourier descriptors following initial
reduction in dimension using polygon approximation. It was
found that while the method did fairly well (70% retrieval preci-
sion [13]) on complete shape queries, the users were unable to
focus on specific regions of the pathology. Intuitive modifica-
tions to the query shape were not comparably represented result-
ing in low quality retrieval. This led us to pursue research into
partial or incomplete shape matching (figures 8 and 9).
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Figure 8 - Query by feature (sketch/shape) screen shot: Partial
shape selection shown as dark segment.

In a recent evaluation of retrieval performance improvement
through the use of partial shape matching, it was observed that
for pathological shapes the retrieval relevance improved by a
factor of 2.2. That is, the average retrieval performance im-
proved from 3.815 relevant matches with a standard deviation of
1.66 in the top 10 retrieved shapes to on average 8.125 relevant
matches with a standard deviation of 0.25[14].
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Figure 9 - CBIR results for a partial shape query. Query shape
with selected shape segment is shown on left.

Feature organization: Our initial evaluation of hierarchical clus-
tering showed that there is a significant performance improve-
ment over linear searches. In a set of experiments on a 1298
shape database, on average only 176 leaf nodes needed to be ac-
cessed for a 13 nearest neighbor (most similar shapes) query. In
scaling the range to 40 nearest neighbors, it needed to access an
average of only 315.25 nodes. This is a significant improvement
over 1298 accesses required in a linear search. It is, however, op-
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timized for only one feature. Additionally, it uses shape descrip-
tions with a fixed number of boundary points since it requires the
similarity measure to be a metric. The Procrustes distance [10]
that we use as a similarity measure is a metric, but operates only
on boundaries with fixed number of points. Fixed number of
points in low dimension can affect image feature detail and con-
sequently adversely affect retrieval quality.

GUI Design: CBIR queries are inherently visual in nature. The
GUI should allow the users the flexibility to make a variety of
queries, create relationships between image features, assign im-
portance to features, and intelligently combine text and image
queries to form hybrid queries.

Open Problems

While we have developed reasonably functional solutions for
segmentation and representation of vertebrae, these remain open
problems for the uterine cervix images. Organization of feature
vectors comprising multiple features also remains an open prob-
lem. Specifically, it is necessary to decrease the dependence of
hierarchical cluster trees on similarity distance metric. Finally,
an important problem little discussed in the literature but of
much importance, is that of validation of retrieval results. For
example, how can we justify calling one set of shape retrieval re-
sults better than another? How can we compare results among
different shape representations and similarity measures? The
validation of the query results in either a quantitative sense or
with a non-quantitative approach that will justify confidence in
the results using a particular method remains a critical issue for
this work.

Beyond the important issue of what we have called "engineering
validation" of results, there remains the further issue of biomed-
ical validation, for the biomedical community is the system end
user. There is a critical need for more extensive expert data to en-
able development of better algorithms. A key requirement of
these data sets is that they should be collected by multiple expert
observers; only then can the performance of computerized meth-
ods relative to human performance be evaluated.

With the NCI uterine cervix image set, an open problem is the
technique for combining multiple image features. The images
are rich in color, exhibit texture in pathology and also have
boundaries. Techniques for effective and efficient combination
of features need to be developed.

Conclusions

This paper presents our experiences, techniques adopted, and
lessons learned in continuing research towards enabling CBIR
for large medical image archives at the National Library of Med-
icine. The paper presents the CBIR trail and presents some re-
sults from our work in each task on the trail and open research
problems.
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