
Evidence Report

Chapter 1. Introduction

Throughout the 1990s and into the 21st century, the Agency for Healthcare Research and Quality (AHRQ, previously the Agency for Health Care Policy and Research [AHCPR]) has been the foremost federal agency providing research support and policy guidance in health services research. In this role, it gives particular emphasis to quality of care, clinical practice guidelines, and evidence-based practice. One special program has involved creating and funding a group of 12 Evidence-based Practice Centers (EPCs) in North America that specialize in producing systematic reviews (evidence reports and technology assessments) of the world’s scientific and clinical literature and in enhancing the methods by which such work is done in a rigorous, yet efficient, manner. This report documents work done in 2000-2001 as part of the latter element of the Agency's mission––namely, advancing the field’s understanding of how best to ensure that systematic reviews are scientifically and clinically robust.

Motivation for and Goals of the Present Study
In 1998, the Research Triangle Institute-University of North Carolina Evidence-based Practice Center (RTI-UNC EPC) prepared a report at the Agency’s request to identify issues involved in assessing the quality of the published evidence.1,92 The aim then was to provide AHRQ with information that would help all 12 EPCs ensure that the strength of the knowledge base about a given EPC topic was properly and adequately reflected in their final evidence reports. Lohr and Carey (1999) focused on ways to assess the quality of individual studies in systematic reviews; they found that many checklists, scales, and other similar tools were available for rating the quality of studies and that these tools varied widely. QUOTE "1" 
1
 They also reported that many tools were based on expert opinion, not grounded in empirical research; few scales used rigorous scale development techniques. 

AHRQ asked the RTI-UNC EPC to undertake the present study, which extends and builds on the earlier report, for two reasons. The primary reason relates to a mandate from the Congress of the United States as part of the Healthcare Research and Quality Act of 1999, which created the Agency for Healthcare Research and Quality (AHRQ). This Act reauthorized the former AHCPR and extended many of its programs in quality of care, evidence-based practice, and technology assessment. Section 911(a) of Part B, Title IX, requires AHRQ, in collaboration with experts from the public and private sectors, to identify methods or systems to assess health care research results, particularly “methods or systems to rate the strength of the scientific evidence underlying health care practice, recommendations in the research literature, and technology assessments.” 

The second reason for the current work relates to AHRQ’s mission to support research that will improve the outcomes and quality of health care through research and dissemination. AHRQ’s mission is being realized in part through its EPC program, the focus of which is “to improve the quality, effectiveness, and appropriateness of clinical care by facilitating the translation of evidence-based research findings into clinical practice.” Thus, the research described in this report supports AHRQ’s mission by providing information that EPCs and others can use to enhance research methods in the process of translating knowledge into practice. 

The overarching goal of this project was to describe systems to rate the strength of scientific evidence focusing on methods used to conduct systematic reviews. The two specific aims were to:

· Conduct a rigorous review of quality scales, quality checklists, and study design characteristics (components) for rating the quality of individual articles.

· Identify and review methodologies for grading the strength of a body of scientific evidence—that is, an accumulation of many individual articles that address a common scientific issue.

We addressed these specific aims by conducting two focused literature searches, one for each specific aim, to identify published research related to these two issues. We then developed and completed descriptive tables or matrices—hereafter referred to as “grids”—to compare and characterize existing systems for assessing the quality of individual articles and rating the strength of bodies of evidence. In these preliminary stages, we solicited the advice and assistance of international experts. The grids and accompanying discussion form the results of this project. Drawing on the results of our analysis, we identified existing quality rating scales or checklists that in our view can be used in the production of systematic evidence reviews and technology assessments, along with a discussion of the reasons for highlighting these specific instruments. 

The mission of AHRQ’s EPC program is carried out through the development of evidence reports and technology assessments—which collectively can be termed systematic reviews (as they are often known in the evidence-based practice field). For many in the clinical and policymaking communities, the products, indeed the lexicon, of evidence-based practice are unfamiliar, and one particular distinction may often be missed. This is the difference between a systematic review and the more familiar and more common narrative review. The next section of this chapter explicates the contrast between systematic and narrative reviews, with the aim of clarifying the significant role that systems for rating study quality and grading strength of evidence play in contemporary scientific endeavors of this sort.

Systematic Reviews of Scientific Evidence
What is a systematic review? According to Cook and colleagues (1997),93 a systematic review is a type of scientific investigation of the literature on a given topic in which the “subjects” are the articles being evaluated. Thus, before a research team conducts a systematic review, it develops a well-designed protocol that lists: (1) a focused study question, (2) a specific search strategy, including the databases to be searched, and how studies will be identified and selected for the review according to inclusion and exclusion criteria, (3) the types of data to be abstracted from each article, and (4) how the data will be synthesized, either as a text summary or as some type of quantitative aggregation or meta-analysis. These steps are taken to protect the work against various forms of unintended bias in the identification, selection, and use of published work in these reviews. 

In contrast, what is a narrative review? A narrative review is similar to a systematic review but without all the safeguards to control against bias. Table 1 (adapted from Cook et al. QUOTE "95" 
95
) depicts the differences between systematic and narrative reviews. The major difference between these two approaches to synthesizing the clinical or scientific literature is that a systematic review attempts to minimize bias by the comprehensiveness and reproducibility of the search for and selection of articles for review. 

The biases that can occur in systematic reviews are similar to those that are possible in clinical studies. For example, good study design for randomized controlled trials (RCTs) requires that allocation to treatment or control be randomized with the investigator “masked” (or “blinded”) to the subsequently assigned treatment (allocation concealment). This helps to ensure comparability of study groups and minimizes selection bias. By extension, in systematic reviews, if the literature search is not broad enough or the reasons for inclusion and exclusion of articles are not clearly specified, selection bias can arise in the choice of articles that are reviewed. 94,95 QUOTE "" 
 
Another important difference between narrative reviews and systematic reviews is that systematic reviews typically assess how well the study was designed, conducted, and analyzed. That is, systematic reviews provide a measure of quality for each study (sometimes regarded as each article or publication) in the review. When research teams assemble the literature for a systematic review, it is important that they place more emphasis on the results from studies of higher rather than lower quality; this is an additional analytic step that does not typically occur in the conduct of narrative reviews. In addition, compared with traditional reviews, systematic reviews more typically provide explicit grading of the strength of the body of evidence in question. 

The importance of taking a direct and explicit approach to assessing the quality of articles and strength of evidence lies, in part, in the need to be able to take account of differences in study quality and the impact of those differences on inferences that can be drawn about the scientific evidence. Empirical evidence indicates that the combined result or effect measure of interest in a review may be biased if studies of varying quality are summarized together. QUOTE "51" 
51

Quality Assessments in Systematic Reviews
The concern about study quality first arose in the early 1980s with the publication of a landmark paper by Chalmers and colleagues 24 and another extensive work by Hemminki, who evaluated the quality of trials done in 1965 through 1975 that were used to support the licensing of drugs in Finland and Sweden.96 Since that time, numerous studies have provided evidence that study quality is important when producing systematic reviews. 51,97
Table 1.
Key Distinctions Between Narrative and Systematic Reviews, 
by Core Features of Such Reviews

	Core Feature
	Narrative Review
	Systematic Review

	Study question
	Often broad in scope.
	Often a focused clinical question.

	Data sources and 
search strategy
	Which databases were searched and search strategy are not typically provided.
	Comprehensive search of many databases as well as the so-called gray literature. Explicit search strategy provided.

	Selection of articles for study
	Not usually specified, potentially biased.
	Criterion-based selection, uniformly applied.

	Article review or appraisal
	Variable, depending on who is conducting the review.
	Rigorous critical appraisal, typically using a data extraction form.

	Study quality
	If assessed, may not use formal quality assessment. 
	Some assessment of quality is almost always included as part of the data extraction process.

	Synthesis
	Often a qualitative summary.
	Quantitative summary (meta-analysis) if the data can be appropriately pooled; qualitative otherwise.

	Inferences
	Sometimes evidence-based.
	Usually evidence-based.


Source: Adapted from Cook et al., 1997.93 


Thus, as this report will document, many quality scales and quality checklists have been developed in the past two decades or so for these evaluative purposes. In addition, several studies have appeared showing the importance of certain study design attributes or components, including randomization and double-blinding in the conduct of RCTs. These points are elaborated below and in Chapters 2 and 3. At this juncture, we note that the type of research being addressed in systematic reviews plays a major role in the conduct of those reviews and thus in the creation of systems for grading the evidence. Because of the significance of study design in this work, we present in Figure 1 a study design flow chart or algorithm (modified from Zaza et al. QUOTE "50" 
50
) that discriminates among the various types of research published in the medical literature––RCTs, cross-sectional studies, case-control studies, and other so-called observational investigations.
Defining Quality 
Critical to this discussion is the definition of quality, which authors of quality ratings often do not specify. In the previous AHRQ project, Lohr and Carey defined “methodologic quality” as “the extent to which all aspects of a study’s design and conduct can be shown to protect against systematic bias, nonsystematic bias, and inferential error”; “nonmethodologic quality” refers to “the extent to which the information from a study has significant clinical or policy 
relevance.” (Ref. 1, p. 472.)

We focus in this report on methodologic quality––that is, the extent to which a study’s design, conduct, and analysis has minimized selection, measurement, and confounding biases. Our definition of quality refers to the internal validity of a study, not its external validity or generalizability. Although not all experts in the evidence-based practice field would take this approach, we consider issues of generalizability more relevant for developing clinical practice guidelines than for producing rigorous systematic reviews per se, in that guideline development is a step that occurs after a body of evidence on a clinical topic has been assembled and the overall strength of that evidence assessed.98
Developing Quality Assessments 
Our project’s first specific aim was to identify and compare tools to conduct quality assessment, which includes quality scales and checklists but also individual components of study quality. As part of the comparison among quality assessment instruments, it is important to understand proper scale development techniques.

Measurement scales, which in this context would include quality rating instruments, are developed in a stepwise fashion. The first steps involve defining the quality constructs or issues to be measured and the scope and purpose of the quality review, after which the actual questions are developed. The final steps require testing the instrument’s reliability and validity and making such modifications as seem appropriate to meet conventional standards (for example, for internal consistency or test-retest reliability). 99 

Typically, instrument developers examine three types of validity: face, content, and criterion validity. Asking whether the instrument appears to measure what it was intended to measure assesses face validity. The extent to which the quality domain of interest––for example, randomization––is comprehensively assessed measures content validity. Criterion validity is 

[image: image1.wmf]No

Outcome

Yes

More than one

group studied?

Number of

measurements made

before and after the

intervention?

Investigators

assign

exposure?

On what

factor are groups

selected?

No

Multiple

Yes

No

Case Control Study

Time Series Study

Yes

No

Exposure

assigned

randomly?

Nonrandomized

"Trial"

(Group or Individual)

Yes

Cohort

design?

Factor other than outcome,

e.g., exposure

No

Yes

Other Designs with Concurrent

Comparison Groups (e.g., time series

study with comparison group)

Simultaneous

acquisition of disease

and exposure

information?

Yes

Cross-Sectional Study

Prospective

Cohort

Study

Future

Retrospective

Cohort Study

In the past

Timing of event

for cohort entry

eligibility?

Before-After Study

Single

Group

Randomized

Trial

Exposure

assigned at

group level?

(e.g., community,

county, clinic)

Yes

Randomized

Trial

No

Comparison

between exposed

and unexposed?

Noncomparative Study

e.g., Case series

Focus group

Case study

Noncomparative descriptive study

No

Figure 1.  Study Design Algorithm


Modified from Zaza et al. 2000.50

defined as the extent to which the measurement correlates with an external criterion variable (a “gold standard”),100 preferably one that can be measured objectively and independently.

Khan and colleagues suggest that the last step in this iterative process is to determine the measurement properties of the quality instrument. QUOTE "12" 
12
 For many types of instruments, researchers measure criterion validity if an acceptable gold standard is available. Quality assessment tools of the type under consideration in this report have no true, “objective” gold standard that lies outside the domain of subjective assessment of the “goodness” of the study or article at hand. Because criterion validity cannot be assessed, some scale developers assess the instrument’s reliability––that is, measuring whether a similar quality assessment score can be derived on the same study using either different scales or assessors (inter-rater reliability). QUOTE "12" 
12
 The rigorousness with which a scale is developed may influence its measurement properties.

Using Quality Ratings

No consensus exists on how study quality should be used in a systematic review. Moher, Jadad, and Tugwell (1996) describe four ways that quality assessment of RCTs may be used in systematic reviews and meta-analyses.101 The most basic approach is to use quality as an inclusion threshold. Many reviewers, for example, admit only RCTs into a systematic review and eliminate other study designs from further consideration. Others have used a numeric quality score as a statistical weight when conducting meta-analyses (i.e., quantitative systematic reviews) to calculate a summary estimate of effect. A third method involves conducting a cumulative meta-analysis that is initiated by including only the higher quality studies and then adding studies of lesser quality sequentially. Finally, some have recommended that quality be examined visually in a plot.

Experts also disagree about whether quality should be formally scored, used as a threshold for inclusion or exclusion, employed in sensitivity analysis, applied in some other analytic framework, simply described, or not considered at all. Each approach has some potential advantages or some serious problems. If quality is to be used as a threshold for inclusion or exclusion, how quality is determined matters. QUOTE "2" 
2
 In systematic reviews of treatment, for instance, including a very poor quality study, regardless of its size, can profoundly influence summary estimates of the effects of that treatment. 41,97 QUOTE "" 

Complex statistical challenges arise when reviewers are attempting to arrive at a quantitative summary rather than attempting to conduct a more narrative review. Work by Detsky et al., Olkin, Moher et al., Sutton et al., and Tritchler is particularly helpful in guiding reviewers about the salient issues and statistical techniques involved. 20,30,101-103 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00‹\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1EMoher, Jadad, et al. 1996 #167\00\1E\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\10\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Sutton, Abrams, et al. 1998 #1096\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00s\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\14Tritchler 1999 #1100\00\14\00 

Concepts of Study Quality and Strength of Evidence
Study Quality

Systematic reviews comprise evidence based on research papers from the published literature and, whenever possible, from the “gray” or unpublished literature as well. Although much of the material identified and used for systematic reviews is from the peer-reviewed literature, the process and thoroughness of review conducted by journal reviewers and by those doing systematic reviews may not be the same. Thus, the literature compiled for systematic reviews may be of varying quality, which can lead to conflicting summary estimates between systematic reviews on the same topic. 

For example, Juni and colleagues evaluated study quality of 17 RCTs comparing low molecular weight heparin with standard heparin for preventing post-operative thrombosis using 25 different quality scales. Among the scales, both the indicators of study quality and their corresponding weights differed such that a study considered to be high quality on one scale was deemed low quality on another. Thus, summarizing the high quality articles according to one scale produced different relative risks than summarizing high quality studies using another scale. QUOTE "2" 
2
 Juni et al. found that an important predictor of summary relative risk was one particular component of study quality, whether the assessor of the outcome (risk of thrombosis) was masked to treatment allocation. This suggests that evaluating study quality is dependent on particular study design issues relevant to the topic under study. Their finding that a focus on methodologic components rather than summary scores to measure quality supports other work and editorial comment in the field.104
As discussed in more detail below, several published studies provide empirical evidence that inadequate description of certain elements of experimental study design––namely randomization procedures, allocation concealment (in which investigators do not know which drug will be assigned next), and outcome masking––have been associated with biased results.2,51,105,106 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00‰\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\16Kunz & Oxman 1998 #135\00\16\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00Y\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Juni, Witschi, et al. 1999 #1058\00 \00 
 Failure to mask the randomization procedures or outcome assessment was associated with elevated estimates of treatment effect compared with studies that reported using adequate masking procedures. 

Whether potential design deficiencies in the published studies are the result of poor study design or poor reporting of study design is difficult to evaluate because reviewers typically see only the study report. Several collaborative efforts have put forth “statements” to standardize reporting; these include publishing guidelines for systematic reviews (QUOROM), QUOTE "21" 
21
 RCTs (CONSORT), QUOTE "57" 
57
 and observational studies (MOOSE). QUOTE "23" 
23
 These guidelines appear as checklists that authors can use to ensure that they have adequately addressed all the necessary components of a systematic review or publication on a given clinical or health services research project. 

Because of the evidence that poor quality studies may bias summary estimates from systematic reviews, researchers have developed and incorporated study quality assessment into their procedures for abstracting information from the literature and then describing and evaluating that literature. Numerous quality rating checklists and scales exist for RCTs. 101,107 Few instruments have been developed specifically for systematic reviews, observational studies, or investigations of diagnostic tests; however, most of those pertinent for observational studies of treatment effects are general enough to evaluate RCTs. Among existing instruments, even fewer scales and checklists have been developed using rigorous scale development techniques.
In this project, we compared and contrasted quality rating approaches using the definition of quality offered above, which is based on study design characteristics indicative of methodologic rigor. As explained in Chapter 2, Methods, we developed the grids for evaluating study quality using domains or specific items from various sources that described study quality or that discussed epidemiologic design standards. Some domains include explicit case definition specification, treatment allocation, control of confounding, extensiveness of follow-up, standardized and reproducible outcome assessment methods, and appropriate statistical analysis. Because design standards differ by study types (e.g., RCTs, observational studies, systematic reviews, and diagnostic studies), we developed one grid for each of these design types.

Strength of a Body of Evidence

In conceptualizing this project, we contended that a continuum exists from rating study quality to grading the strength of a body of evidence. Grading the strength of a body of evidence incorporates judgments of study quality, but it also includes how confident one is that a finding is true and whether the same finding has been detected by others using different studies or different people. Thus, grading evidence strength stops at the dashed line in Figure 2. Only by incorporating population-specific information such as regional, racial, and clinical setting differences (akin to generalizability) does one derive a clinical or treatment guideline. 

We extensively searched the literature to identify ways to grade the strength of a body of evidence. In the end, we determined that judging evidence strength does not typically appear to be a separate endeavor but rather is usually incorporated into the development of clinical practice guidelines and clinical recommendations within them. We thus limited our review of the guideline literature to the elements that address grading the strength of the evidence for a given topic per se and disregarded information addressing recommendation development.

In a manner analogous to the development of study quality grids, we created one additional matrix––an “evidence strength grid”––to capture the information concerning grading the strength of a body of scientific knowledge. In developing this grid, we posited that evaluating the strength of a body of evidence is similar to distinguishing between causal and noncausal associations in epidemiology. 

Since the appearance of the Surgeon General’s Report on Smoking and Health in 1964,148,108 epidemiologists have been using five criteria for assessing causal relationships.109 Two criteria, consistency and strength, are of particular relevance. Consistency is the extent to which diverse approaches, such as different study designs or populations, for studying a relationship or link between a factor and an outcome will yield similar conclusions. Strength is the size of the estimated risk (of disease due to a factor) and its accompanying confidence intervals. Both of these concepts are directly related to grading the strength of a body of evidence. 

Figure 2.
Continuum from Study Quality Through Strength of Evidence to Guideline Development









The dashed line is the theoretical dividing line between summarizing the scientific literature and developing a clinical practice guideline. Below the dashed line, guideline developers would decide whether the evidence represents all the relevant subsets of the populations (or settings, or types of clinicians) for whom the guideline is being developed.


Other epidemiologic criteria such as coherence, which examines whether the cause-and-effect interpretation for an association conflicts with what is known of the natural history and biology of the disease, are more relevant for developing clinical recommendations. The remaining two causality criteria typically used in epidemiology, specificity and temporality, are more appropriate for measuring risk than for conducting technology assessments.

Based on these epidemiologic principles, the literature, and prior RTI-UNC EPC work, we concluded that grading the strength of a body of evidence should take three domains into account: quality, quantity, and consistency. Quality is defined as above, but in this case we are concerned with the quality of all relevant studies for a given topic. Quantity encompasses several aspects such as the number of studies that have evaluated the question, the overall sample size across all of the studies, and the magnitude of the treatment effect. Quantity is along the lines of “strength” from causality assessment and is typically reported in a comparative sense as a mean difference, relative risk, or odds ratio. Consistency––that is, whether investigations with both similar and different study designs report similar findings––can be assessed only if numerous studies are done. Thus, consistency is an important consideration when comparing one study with many individuals to several smaller studies with few individuals. We contend that one needs to address all three factors––quality, quantity, and consistency––when grading the strength of the evidence.

Organization of This Report
Chapter 2 of this report describes our technical approach, including methods for literature searches, interactions with outside experts and other EPCs, development of Study Quality and Evidence Strength Grids, and other steps. Appendix A describes our initial input from the EPCs. In Chapter 3 we present our results, including a detailed examination of the rating and grading systems we reviewed according to the domains that we regarded as significant for such systems to cover. Appendices B and C provide the actual completed grids by which to compare and contrast existing systems for assessing the quality of individual articles and grading the strength of bodies of evidence. Chapter 4 discusses our results in greater detail and provides a listing of several rating systems that, in our judgment, can be used for quality assessment purposes; it also offers our suggestions for future research. Appendix D gives an annotated bibliography of studies that provide empirical evidence on domains for rating study quality. The references include only studies cited in the body of this report; Appendix E cites excluded studies with the reason for exclusion. Appendix F contains an example of the electronic data abstraction tool we developed for this task. Appendix G provides a glossary of some of the terms we use in the context of this report. 

Chapter 2. Methods
This project had numerous distinct tasks. We first solicited input and data from the Agency for Healthcare Research and Quality (AHRQ), its 12 Evidence-based Practice Centers (EPCs), and a group of international experts in this field. We then conducted an extensive literature search on relevant topics. From this information, we created tables to document important variables for rating and grading systems and matrices (hereafter denoted grids) to describe existing systems in terms of those variables. After analyzing and synthesizing all these data, we prepared this final report, which is intended to be appropriate for AHRQ to use in responding to the request from the Congress of the United States and in more broadly disseminating information about these systems and their uses in systematic reviews, evidence reports, and technology assessments. 

As explained in Chapter 1, our ultimate goal was to create an integrated set of grids by which to describe and evaluate approaches and instruments for rating the quality of individual articles (referred to hereafter as Grids 1-4) and for grading the overall strength of a body of evidence (Grid 5). Here, we outline the project’s overall methods, focusing on explicating the final set of grids. The completed grids can be found in Appendix B (Grids 1-4) and Appendix C (Grid 5). 

Solicitation of Input and Data
Early in the project, we conducted a conference call with AHRQ to clarify outstanding questions about the project and to obtain additional background information. Enlisting the assistance and support of the other EPCs was a critical element of the effort. EPC directors or their designates participated in a second conference call in which we gave an overview of the project and discussed the information and documents we would need from them. We devised forms by which the EPCs could identify the methods they had used for rating the quality of the studies and grading the strength of the evidence in their AHRQ work or in similar activities for other sponsors (see Appendix A).

In addition, 10 experts served as a “technical expert advisory group” (TEAG; see Acknowledgments). We communicated with the TEAG through conference calls, occasional individual calls, and e-mail. Of particular importance were the TEAG members’ efforts to clarify the conceptual model for the project, their identification of empirical work on study quality, and their review and critique of the grid structure. Eventually, several TEAG members also provided detailed reviews of a draft of this report. 

Literature Search
Preliminary Steps
We carried out a multi-part effort to identify rating and grading systems and literature relevant to this question in several ways. First, we resurrected all documents acquired or generated in the original “grading project,” including literature citations or other materials provided by the EPCs. QUOTE "1" 
1
 Second, as described in more detail below, we designed a supplemental literature search to identify articles that focused on generic instruments published in English (chiefly from 1995 through mid-2000). Third, we used information from the EPC directors documenting the rating scales and classification systems that they have used in evidence reports or other projects for AHRQ or other sponsors. Fourth, we examined rating schemes or similar materials forwarded by TEAG members.

In addition, we tracked activities of several other groups engaged in examining these same questions. These include The Cochrane Collaboration Methods Group (especially work on assessing observational studies), the third (current) U.S. Preventive Services Task Force, and the Scottish Intercollegiate Guidelines Network (SIGN). 

Finally, we reviewed the following international web sites for groups involved in evidence-based medicine or guideline development:

Canadian Task Force on Preventive Health Care (Canada), http://www.ctfphc.org/.

Centre for Evidence Based Medicine, Oxford University (U.K.), http://cebm.jr2.ox.ac.uk/ ;

National Coordination Centre for Health Technology Assessment (U.K.), http://www.ncchta.org/main.htm ;

National Health and Medical Research Council (Australia), http://www.nhmrc.health.gov.au/index.htm;

New Zealand Guidelines Group (New Zealand), http://www.nzgg.org.nz/; and

National Health Service (NHS) Centre for Reviews and Dissemination (U.K.), http://www.york.ac.uk/inst/crd/ ;

Scottish Intercollegiate Guidelines Network (SIGN) (U.K.), http://www.sign.ac.uk/ ;

The Cochrane Collaboration (international), http://www.cochrane.org/;

Searches
We searched the MEDLINE ® database for relevant articles published between 1995 and mid-2000 using the Medical Subject Heading (MeSH) terms shown in Tables 2 and 3 for Grids 1-4 (on rating the quality of individual studies) and Grid 5 (on grading a body of scientific evidence), respectively. For the Grid 5 search, we also had to use text words (indicated by an “.mp.”) to make the search as inclusive as possible. 

We compiled the results from all searches into a ProCite® bibliographic database, removing all duplicate records. We also used this bibliographic software to tag eligible articles and, for articles determined to be ineligible, to note the reason for their exclusion. 

Title and Abstract Review
The initial search for articles on systems for assessing study quality (Grids 1-4) generated 704 articles (Table 2). The search on strength of evidence (Grid 5) identified 679 papers (Table 3). 

We developed a coding system for categorizing these publications (Table 4) through two independent reviews of the abstracts from the first 100 articles from each search with consensus discussions as to whether each article should be included or excluded from full review. When abstracts were not available from the literature databases, we obtained them from the original article. The Project Director and the Scientific Director then independently evaluated the remaining titles and abstracts for the 604 articles (704 minus the 100 for coding system development) for Grids 1-4 and the 579 articles (679 minus the 100 for coding system development) for Grid 5. Any disagreements were negotiated, erring on the side of inclusion as the most conservative approach. 

We identified an additional 219 publications from various sources other than the formal searches, including the previous project, QUOTE "1" 
1
 bibliographies of seminal articles, suggestions from TEAG members, and searches of the web pages of groups working on similar issues (listed above). In all, we reviewed the abstracts for a total of 1,602 publications for the project; after review of all retained articles, we retained 109 that dealt with systems (i.e., scales, checklists, or other types of instruments or guidance documents) that were included in one or more of the grids and 12 EPC systems, for a total of 121 systems. The two-stage selection process that yielded these 121 systems is available from the authors on request. 

Table 2.
Systematic Search Strategy to Identify Instruments for 
Assessing Study Quality

	
	Search Strategy
	Results

	1
	*Meta-analysis
	895

	2
	*Randomized controlled trials/mt [Methods]
	512

	3
	Systematic reviews.mp.
	307

	4
	1 or 2 or 3
	1,645

	5
	Limit 4 to (human and English language and year = 1995-2000)
	858

	6
	Explode evidence-based medicine/ or explode quality control/ or explode reproducibility of results/ or explode data interpretation, statistical/ or explode "sensitivity and specificity"/ or explode research design/ or explode practice guidelines/ 
	278,544

	7
	Explode guidelines/
	13,969

	8
	Explode 8 (measurement scales or confidence profile or procedural methodology or study quality or study influence or effect measures).mp. 
	4,589

	9
	6 or 7 or 8
	28,7281

	10
	5 and 9
	704


* This term must be one of the four most important MeSH terms for the record.

Table 3.
Systematic Search Strategy to Identify Systems for 
Grading the Strength of a Body of Evidence

	
	Search Strategy
	Results

	1
	Explode evidence-based medicine/ or evidence.mp.
	374,101

	2
	Strength or rigor or standards or authority or validity.mp.
	111,824

	3
	1 and 2
	7,323

	4
	*Randomized controlled trials/st [Standards]
	308

	5
	3 or 4
	7,621

	6
	Limit 5 to (human and English language and year = 1995-2000)
	2,586

	7
	Grading.mp.
	9,238

	8
	Explode observer variation/
	8,697

	9
	Explode reproducibility of results/
	52,017

	10
	Explode sensitivity and specificity/
	87,492

	11
	Ranking.mp.
	3,241

	12
	7 or 8 or 9 or 10 or 11
	144,265

	13
	6 and 12
	679†


* This term must be one of the four most important MeSH terms for the record.

† The figure of 679 articles identified excludes two publications that had been identified and counted for both the Study Quality and Evidence Strength literature searches. 

Table 4.
Coding System Applied at the Abstract Stage for Articles Identified During the Focused Literature Search for Study Quality Grid and for Strength of Evidence Grid

	Codes Used for Both Study Quality Grids and Strength of Evidence Grids
	Definition

	Include
	Obtain the full paper to assess whether it contains useful information for either grid

	Ref-back
	Reference or background paper to be obtained

	Exclusions

	 ECL
	Editorial, comment, or letter

	 NR
	Not relevant, requires specification of reason from below

	 NR-design/methods
	Design or methodological issues, typically about clinical studies

	 NR-IA
	Implementation/Application (e.g., described use of recommendations or guidelines in a clinical setting)

	 NR-OCD
	Opinion/Commentary/Description (e.g., midway between ECL and review)

	 NR-ROS
	Report of Study (e.g., report of a meta-analysis or clinical study)

	 NR-Review
	Review/Overview (e.g., typically a narrative review of a clinical topic)

	 NR-Stat Meth
	Statistical methodology (e.g., for conducting a meta-analysis)

	 NR-Other
	Other reason for nonrelevance (e.g., continuing education, computer modeling systems)

	 Additional Code for Strength of
 Evidence Grid
	

	 NR-Text word only (TWO)
	Studies identified by text word but not relevant for inclusion (e.g., title or abstract had “evidence” or “recommend” as part of the text)


Development of Study Quality Grids
Number and Structure of Grids
We developed the four Study Quality Grids (Appendix B) to account for four different study designs—systematic reviews and meta-analyses, randomized controlled trials (RCTs), observational studies, and diagnostic studies. 

Each Study Quality Grid has two parts. The first depicts the quality constructs and domains that each rated instrument covers; the other describes the instrument in various ways. For both Grids 1-4 (and Grid 5), columns denote evaluation domains of interest, and the rows are the individual systems, checklists, scales, or instruments. Taking these parts together, the grids form “evidence tables” that document the characteristics (strengths and weaknesses) of these different systems.

Overview of Grid Development 
Preliminary Steps 

Previous work done by the RTI-UNC EPC had identified constructs believed to affect the quality of studies (Table 5). QUOTE "1" 
1
 Beginning with these constructs and an annotated bibliography of scales and checklists for assessing the quality of RCTs,101,107 we examined several of the more comprehensive systems of assessing study quality to settle on appropriate domains to use in the grids. These included approaches from groups such as the New Zealand Guidelines Group, QUOTE "13" 
13
 The Cochrane Collaboration, QUOTE "11" 
11
 the NHS Centre for Reviews and Dissemination,85 and SIGN. QUOTE "14" 
14
 After three rounds of design, review, and testing, we settled on the domains and elements outlined in tables discussed below. 

In addition to abstracting and assessing the content of quality rating instruments and systems, we gathered information on seven descriptive items for each article (Table 6). Definitions of key terms used in Table 6 appear in the glossary (Appendix G). These items, which were identical for all four study types, cover the following characteristics: 

1. Whether the instrument was designed to be generic or specific to a given clinical topic;

2. The type of instrument (a scale, a checklist, or a guidance document);

3.   Whether the instrument developers defined quality; 

4.   What method the instrument developers used to select items in the instrument; 

Table 5.
Study Constructs Believed to Affect Quality of Studies

	Constructs
	Definition

	Selection of patients 
	· Who was included and who was excluded

· Health, demographic, insurance, and other characteristics of these subjects

· Diagnostic and/or prognostic criteria used

	Comparability of study groups
	· Randomization and allocation of patients to treatment and control/comparison groups

· Similarity at baseline of these groups

	Blinding 
	· Masking of patients, investigators, care providers, those who assessed outcomes to treatment groups or outcomes (or both)

	Adequate sample size 
	· Size of the study

· A priori justification of sample size

· Consequent power

	Therapeutic regimen 
	· Detailed information about the treatment, the settings in which the services were delivered, and the clinicians who delivered them

· Description of co-interventions

· Description of extra or unplanned treatments

	Outcomes
	· Choice of primary and secondary endpoints or outcomes

· Ways the outcomes are measured

	Availability of a study protocol
	· Study administration, including length of follow-up period

	Handling of withdrawals after eligibility determination
	· Withdrawals, drop-outs, or other losses from the study, by patient group

	Threats to validity
	· Confounders and bias and how they are accounted for

	Statistical analyses 
	· Appropriateness of statistical models

· Adequacy of description and reporting of statistical analyses

· Reporting levels of significance and/or confidence intervals

· Extent to which all analyses that should have been done were done

· “Intention-to-treat” analysis


Source: Adapted from Lohr and Carey (1999). QUOTE "1" 
1

Table 6.
Items Used to Describe Instruments to Assess Study Quality

	Descriptive Item*
	Definitions of Descriptive Items

	Generic or specific instrument
	Generic:
Instrument could be used to assess quality of any study of the type considered on that grid.

Specific: 
Instrument is designed to be used to assess study quality for a particular type of outcome, intervention, exposure, test, etc.

	Type of instrument
	Scale: 
Instruments that contain several quality items that are scored numerically to provide a quantitative estimate of overall study quality. 

Checklist:
Instruments that contain a number of quality items, none of which is scored numerically.

Component:
Individual aspect of study methodology (e.g., randomization, blinding, follow-up) that has a potential relation to bias in estimation of effect. 

Guidance 
Publication in which study quality is defined or 

Document:
described, but does not provide an instrument that could be used for evaluative applications.

	Quality concept discussion
	Yes: 
Types or domains of quality that the instrument is designed to capture are discussed (e.g., biases that might affect the internal validity of the study).

Partial:
Quality concepts are discussed to some extent.

No:
Instrument itself or its documentation does not discuss the type or domains of study quality it assesses.

	Method used to select items
	Empiric:
Items are based on criteria developed through empirical studies. 

Accepted:
Items are based on accepted methodologic standards.

Both:
Items are of mixed empiric and accepted origin. 

Modification:
The instrument represents a modification of another previously published instrument(s); original instrument is cited. 

	Rigor of development process
	Yes:
The use of standard scale development metrics in developing the instrument is explicitly described.

Partial: 
The instrument was developed using an organized and reported consensus development process.

No: 
No development process is reported or described.

	Inter-rater reliability
	Yes: 
Inter-rater reliability was assessed with appropriate statistical methods; results are reported in the grid. 

Partial: 
Issues concerning inter-rater reliability are discussed but the degree or range of reliability is not reported. 

No: 
Inter-rater reliability is not mentioned.

	Instructions provided
	Yes: 
Documentation of how to use and apply the instrument is adequate.

Partial: 
Documentation of how to use the instrument is available in part (e.g., the questions on a checklist were clear and did not require substantial interpretation).

No: 
Instrument did not provide instructions to guide its use.


* These items appear as column headings in the Study Quality and Evidence Strength Grids in Appendices B and C. 

5. The rigor of the development process for this instrument;

6. Inter-rater reliability; and

7. Whether the developers had provided instructions for use of the instrument. 

Domains and Elements for Evaluating Instruments 
to Rate Quality of Studies 

A “domain” of study methodology or execution reflects factors to be considered in assessing the extent to which the study’s results are reliable or valid (i.e., study quality). Each domain has specific “elements” that one might use in determining whether a particular instrument assessed that domain; in some cases, only one element defines a domain. 

Tables 7-10 define domains and elements for the grids relevant to rating study quality. Although searching exhaustively for and cataloging evidence about key study design features and the risk of bias were steps beyond the scope of the present project, we present in Appendix D a reasonably comprehensive annotated bibliography of studies that relate methodology and study conduct to quality and risk of bias. 

By definition, we considered all domains relevant for assessing study quality, but we made some distinctions among them. The majority of domains and their elements are based on generally accepted criteria—that is, they are based on standard “good practice” epidemiologic methods for that particular study design. Some domains have elements with a demonstrable basis in empirical research; these are designated in Tables 7-10 by italics, and we generally placed more weight on domains that had at least one empirically based element. 

Empirical studies exploring the relationship between design features and risk of bias have often considered only certain types of studies (e.g., RCTs or systematic reviews), particular types of medical problems (e.g., pain or pregnancy), or particular types of treatments (e.g., antithrombotic therapy or acupuncture). Not infrequently, evidence from multiple studies of the “same” design factor (e.g., reviewer masking) comes to contradictory conclusions. Nevertheless, in the absence of definitive universal findings that can be applied to all study designs, medical problems, and interventions, we assumed that, when empirical evidence of bias exists for one particular medical problem or intervention, we should consider it in assessing study quality until further research evidence refutes it. 

For example, we included a domain on funding and sponsorship of systematic reviews based on empirical work that indicates that studies conducted with affiliation to or sponsorship from the tobacco industry3 or pharmaceutical manufacturers110 may have substantial biases. We judged this to be sufficient evidence to designate this domain as empirically derived. However, we are cognizant that when investigators have strongly held positions, whether they be financially motivated or not, biased studies may be published and results of studies contrary to their positions may not be published. The key concepts are whether bias is likely to exist, how extensive such potential bias might be, and the likely effect of such bias on the results and conclusions of the study.

Although some domains have only a single element, others have several. To be able to determine whether a given instrument covered that domain, we identified elements that we considered “essential.” Essential elements are those that a given instrument had to include before we would rate that instrument as having fully covered that domain. In Tables 7-10, these elements are presented in bold. 

Finally, for domains with multiple elements, we specified the elements that the instrument had to consider before we would judge that the instrument had dealt adequately with that domain. This specification involved either specific elements or, in some cases, a count (a simple majority) of the elements. 

Defining Domains and Elements 
For Study Quality Grids
Systematic Reviews and Meta-Analyses (Grid 1)

Table 7 defines the 11 quality domains and elements appropriate for systematic reviews and meta-analyses; these domains constitute the columns for Grid 1 in Appendix B. The domains are study question, search strategy, inclusion and exclusion criteria, interventions, outcomes, data extraction, study quality and validity, data synthesis and analysis, results, discussion, and funding or sponsorship. Search strategy, study quality and validity, data synthesis and analysis, and funding or sponsorship have at least one empirically based element. The remaining domains are generally accepted criteria used by most experts in the field, and they apply most directly to systematic reviews of RCTs. 

Randomized Controlled Trials (Grid 2)

Table 8 presents the 10 quality domains for RCTs: study question, study population, randomization, blinding, interventions, outcomes, statistical analysis, results, discussion, and funding or sponsorship. Of these domains, four have one or more empirically supported elements: randomization, blinding, statistical analysis, and funding or sponsorship. Every domain has at least one essential element. 

Observational Studies (Grid 3)

In observational studies, some factor other than randomization determines treatment assignment or exposure (see Figure 1 in Chapter 1 for clarification of the major types of observational studies). The two major types of observational studies are cohort and case-control studies. In a cohort study, a group is assembled and followed forward in time to evaluate an outcome of interest. The starting point for the follow-up may occur back in time (retrospective cohort) or at the present time (prospective cohort). In either situation, participants are followed to determine whether they develop the outcome of interest. Conversely, for a case-control study, the outcome itself is the basis for selection into the study. Previous interventions or exposures are then evaluated for possible association with the outcome of interest. 

Table 7.
Domains and Elements for Systematic Reviews

	Domain
	Elements*

	Study Question
	· Question clearly specified and appropriate

	Search Strategy
	· Sufficiently comprehensive and rigorous with attention to possible publication biases 

· Search restrictions justified (e.g., language or country of origin)

· Documentation of search terms and databases used

· Sufficiently detailed to reproduce study

	Inclusion and Exclusion Criteria
	· Selection methods specified and appropriate, with a priori criteria specified if possible 

	Interventions
	· Intervention(s) clearly detailed for all study groups

	Outcomes
	· All potentially important harms and benefits considered

	Data Extraction†
	· Rigor and consistency of process

· Number and types of reviewers

· Blinding of reviewers

· Measure of agreement or reproducibility

· Extraction of clearly defined interventions/exposures and outcomes for all relevant subjects and subgroups

	Study Quality and Validity
	· Assessment method specified and appropriate 

· Method of incorporation specified and appropriate

	Data Synthesis and Analysis
	· Appropriate use of qualitative and/or quantitative synthesis, with consideration of the robustness of results and heterogeneity issues 

· Presentation of key primary study elements sufficient for critical appraisal and replication

	Results
	· Narrative summary and/or quantitative summary statistic and measure of precision, as appropriate

	Discussion
	· Conclusions supported by results with possible biases and limitations taken into consideration

	Funding or Sponsorship
	· Type and sources of support for study


* Elements appearing in italics are those with an empirical basis. Elements appearing in bold are those considered essential to give a system a Yes rating for the domain. 

† Domain for which a Yes rating required that a majority of elements be considered.

Table 8.
Domains and Elements for Randomized Controlled Trials

	Domain
	Elements*

	Study Question
	· Clearly focused and appropriate question

	Study Population
	· Description of study population 

· Specific inclusion and exclusion criteria
· Sample size justification

	Randomization
	· Adequate approach to sequence generation 

· Adequate concealment method used 

· Similarity of groups at baseline 

	Blinding
	· Double-blinding (e.g., of investigators, caregivers, subjects, assessors, and other key study personnel as appropriate) to treatment allocation

	Interventions
	· Intervention(s) clearly detailed for all study groups (e.g., dose, route, timing for drugs, and details sufficient for assessment and reproducibility for other types of interventions)

· Compliance with intervention

· Equal treatment of groups except for intervention

	Outcomes
	· Primary and secondary outcome measures specified 

· Assessment method standard, valid, and reliable

	Statistical Analysis
	· Appropriate analytic techniques that address study withdrawals, loss to follow-up, missing data, and intention to treat 

· Power calculation

· Assessment of confounding

· Assessment of heterogeneity, if applicable

	Results
	· Measure of effect for outcomes and appropriate measure of precision

· Proportion of eligible subjects recruited into study and followed up at each assessment

	Discussion
	· Conclusions supported by results with possible biases and limitations taken into consideration

	Funding or Sponsorship
	· Type and sources of support for study


* Elements appearing in italics are those with an empirical basis. Elements appearing in bold are those considered essential to give a system a full Yes rating for the domain.


In all observational studies, selection of an appropriate comparison group of people without either the intervention/exposure or the outcome of interest is generally the most important and the most difficult design issue. Ensuring the comparability of the treatment groups in a study is what makes the RCT such a powerful research design. Observational studies are generally considered more liable to bias than RCTs, but certain questions can be answered only by using observational studies.

All nine domains and most of the elements for each domain apply generically to both cohort and case-control studies (Table 9). The domains are as follows: study question, study population, comparability of subjects, definition and measurement of the exposure or intervention, definition and measurement of outcomes, statistical analysis, results, discussion, and funding or sponsorship. Certain elements in the comparability-of-subjects domain are unique to case-control designs. 

There are two empirically based elements for observational studies, use of concurrent controls and funding or sponsorship. However, a substantial body of accepted “best practices” exists with respect to design and conduct of observational studies, and we identified seven elements as essential. 

Diagnostic Studies (Grid 4)

Assessment of diagnostic study quality is a topic of active current research.78 We based the five domains in Table 10 for this grid on the work of the STARD (STAndards for Reporting Diagnostic Accuracy) group. The domains are study population, test description, appropriate reference standard, blinded comparison, and avoidance of verification bias. We designated five elements in Table 10 as essential, all of which are empirically derived.

The domains for diagnostic tests are designed to be used with the domains (and grids) for RCTs or observational studies because these are the basic study designs used to evaluate diagnostic tests. The domains for diagnostic tests can, in theory, also be applied to questions involving screening tests.

Assessing and Describing Quality Rating Instruments 
Evaluating Systems According to Key Domains and Elements

To describe and evaluate systems for rating the quality of individual studies (Grids 1-4), we applied a tripartite evaluation scheme for the domains just described. Specifically, in the first part of each grid in Appendix B, we indicate with closed or partially closed circles whether the instrument fully or partially covered (respectively) the domain in question; an open circle denotes that the instrument did not deal with that domain. In the discussion that follows and in Chapter 3, we use the shorthand of “Yes,” “Partial,” and No” to convey these evaluations; in the grids they are shown as ●, ◐, ○, respectively. 

Table 9.
Domains and Elements for Observational Studies

	Domains
	Elements

	Study Question
	· Clearly focused and appropriate question

	Study Population
	· Description of study populations
· Sample size justification

	Comparability of Subjects†
	For all observational studies:

· Specific inclusion/exclusion criteria for all groups

· Criteria applied equally to all groups

· Comparability of groups at baseline with regard to disease status and prognostic factors

· Study groups comparable to non-participants with regard to confounding factors

· Use of concurrent controls
· Comparability of follow-up among groups at each assessment

Additional criteria for case-control studies:

· Explicit case definition

· Case ascertainment not influenced by exposure status

· Controls similar to cases except without condition of interest and with equal opportunity for exposure

	Exposure or Intervention 
	· Clear definition of exposure
· Measurement method standard, valid and reliable

· Exposure measured equally in all study groups

	Outcome Measurement
	· Primary/secondary outcomes clearly defined
· Outcomes assessed blind to exposure or intervention status

· Method of outcome assessment standard, valid and reliable

· Length of follow-up adequate for question

	Statistical Analysis
	· Statistical tests appropriate

· Multiple comparisons taken into consideration

· Modeling and multivariate techniques appropriate

· Power calculation provided

· Assessment of confounding
· Dose-response assessment, if appropriate

	Results
	· Measure of effect for outcomes and appropriate measure of precision
· Adequacy of follow-up for each study group

	Discussion
	· Conclusions supported by results with biases and limitations taken into consideration

	Funding or Sponsorship
	· Type and sources of support for study


* Elements appearing in italics are those with an empirical basis. Elements appearing in bold are those considered essential to give a system a Yes rating for the domain.

† Domain for which a Yes rating required that a majority of elements be considered.

Table 10.
Domains and Elements for Diagnostic Studies

	Domain
	Elements*

	Study Population
	· Subjects similar to populations in which the test would be used and with a similar spectrum of disease

	Adequate Description of Test
	· Details of test and its administration sufficient to allow for replication of study

	Appropriate Reference Standard
	· Appropriate reference standard (“gold standard”) used for comparison

· Reference standard reproducible

	Blinded Comparison of 
Test and Reference
	· Evaluation of test without knowledge of disease status, if possible

· Independent, blind interpretation of test and reference

	Avoidance of Verification Bias
	· Decision to perform reference standard not dependent on results of test under study


* Elements appearing in italics are those with an empirical basis. Elements appearing in 
bold are those considered essential to give a system a Yes rating for the domain.


Yes evaluations mean that the instrument considered all or most of the elements for that domain and that it did not omit any element we defined as essential. A Partial rating meant that some elements in the domain were present but that at least one essential element was missing for that domain. No indicated that the instrument included few if any of the elements for a particular domain and that it did not assess any essential element. 

Describing System Characteristics

Table 6 listed and defined the descriptive items that appear in the second part of each quality grid. We often had to infer certain pieces of information from the publications, as not all articles specified these descriptors directly. To say that a system had been “rigorously developed,” we determined whether the authors indicated that they used typical instrument development techniques. We gave a Partial rating to systems that used some type of consensus panel approach for development.

Development of Evidence Strength Grid
The Strength of Evidence Grid (Grid 5, Appendix C) describes generic schemes for grading the strength of entire bodies of scientific knowledge—that is, more than one study evaluating the same or a similar relationship or clinical question about a health intervention or technology—rather than simply assessing the quality of individual articles. As discussed elsewhere, we have attempted to use criteria relevant to assessing a body of evidence without incorporating factors that are intended primarily to formulate, characterize, and support formal recommendations and clinical practice guidelines. 

We defined three domains for rating the overall strength of evidence: quality, quantity, and consistency (Table 11). As with the Study Quality Grids, we have two versions. Grid 5A summarizes the more descriptive information from Grid 5B. In Grid 5A, we assigned a rating of Yes, Partial, or No (and applied the same symbols), depending on the extent to which the grading system incorporated elements of quality, quantity, and consistency. 

Quality

Overall quality of a body of scientific studies is influenced by all the factors mentioned in our discussion of the quality of individual studies above. Grading systems that considered at least two of the following criteria—study design, conduct, analysis, or methodologic rigor—merited a Yes on quality. Systems that based their evidence grading on the hierarchy of research design without mention of methodologic rigor received a Partial rating. 

Table 11.
Domains for Rating the Overall Strength of a Body of Evidence

	Domain
	Definition

	Quality 
	· The quality of all relevant studies for a given topic, where “quality” is defined as the extent to which a study’s design, conduct, and analysis has minimized selection, measurement, and confounding biases

	Quantity


	· The magnitude of treatment effect

· The number of studies that have evaluated the given topic

· The overall sample size across all included studies



	Consistency 
	· For any given topic, the extent to which similar findings are reported from work using similar and different study designs




Quantity
We use the construct “quantity” to refer to the extent to which there is a relationship between the technology (or exposure) being evaluated and outcome as well as to the amount of information supporting that relationship. Three main factors contribute to quantity: 

· The magnitude of effect (i.e., estimated effects such as mean differences, odds ratio,      relative risk, or other comparative measure);

· The number of studies performed on the topic in question (e.g., only a few versus perhaps a dozen or more); and

· The number of individuals studied, aggregated over all the relevant and comparable investigations, which provides the width of the confidence limits for the effect estimates.

The magnitude of effect is evaluated both within individual studies and across studies, with a larger effect indicative of a stronger relationship between the technology (or exposure) under consideration and the outcome. The finding that patients receiving a treatment are 5 times more likely to recover from an illness than those who do not receive the treatment is considered stronger evidence of efficacy than a finding that patients receiving a treatment are 1.3 times more likely to recover. However, absent any form of systematic bias or error in study design, and assuming equally narrow confidence intervals, there is no reason to consider this assertion (i.e., that the former is stronger evidence) to be the case. Rather, this illustrates the fact that one is simply measuring different sizes (magnitudes) of treatment effect. Nevertheless, no study is free from some element of potential unmeasured bias. The impact of such bias can overestimate or underestimate the treatment effect. Therefore, a large treatment effect partially protects an investigation against the threat that such bias will undermine the study’s findings.

With respect to numbers of studies and individuals studied, common sense suggests that the greater the number of studies (assuming they are of good quality), the more confident analysts can be of the robustness of the body of evidence. Thus, we assume that systems for grading bodies of evidence ought to take account of the sheer size of that body of evidence.

Moreover, apart from the number of studies per se is the aggregate size of the samples included in those studies. All other things equal, a larger total number of patients studied can be expected to provide more solid evidence on the clinical or health technology question than a smaller number of patients. The line of reasoning is that hundreds (or thousands) of individuals included in numerous studies that evaluate the same issue give decisionmakers reason to believe that that the topic has been thoroughly researched. In technical terms, the power of the studies to detect both statistically and clinically significant differences is enhanced when the size of the patient populations studied is larger.

However, a small improvement or difference between study patients and controls or comparisons must still be considered in light of the potential public health implications of the association under study. A minimal net benefit for study patients relative to comparison may seem insignificant except if it applies to very large numbers of individuals or can be projected to yield meaningful savings in health care costs. Thus, when using magnitude of an effect for judging the strength of a body of evidence, one must consider the size of the population that may be affected by the finding in addition to the effect size and whether it is statistically significant. 

Magnitude of effect interacts with number and aggregate size of the study groups to affect the confidence analysts can have in how well a health technology or procedure will perform. In technical terms, summary effect measures calculated from studies with many individuals will have narrower confidence limits than effect measures developed from smaller studies. Narrower confidence limits are desirable because they indicate that relatively little uncertainty attends the computed effect measure. In other words: a 95-percent confidence interval indicates that decisionmakers and clinicians can, with comfort, believe that 95 percent of the time the confidence interval will include (or cover) the true effect size. 

A Yes for quantity meant that the system incorporated at least two of the three elements listed above. For example, if a system considered both the magnitude of effect and a measure of its precision (i.e., the width of the confidence intervals around that effect, which as noted is related to size of the studies), we assigned it a Yes. Rating systems that considered only one of these three elements merited a grade of Partial. 

Consistency
Consistency is the degree to which a body of scientific evidence is in agreement with itself and with outside information. More specifically, a body of evidence is said to be consistent when numerous studies done in different populations using different study designs to measure the same relationship produce essentially similar or compatible results. This essentially means that the studies have produced reasonably reproducible results. In addition, consistency addresses whether a body of evidence agrees with externally available information about the natural history of disease in patient populations or about the performance of other or related health interventions and technologies. For example, information about older drugs can predict reactions to newer entities that have related chemical structures, and animal studies of a new drug can be used to predict similar outcomes in humans. 

For evaluating schemes for grading strength of evidence, we treated the construct of consistency as a dichotomous variable. That is, we gave the instrument a Yes rating if it considered the concept of consistency and a No if it did not. No Partial score was given.

Consistency is related to the concept of generalizability, but the two ideas differ in important ways. Generalizability (sometimes referred to as external validity) is the extent to which the results of studies conducted in particular populations or settings can be applied to different populations or settings. An intervention that is seen to work across varied populations and settings not only shows strong consistency but is likely to be generalizable as well. However, we chose to use consistency rather than generalizability in this work because we considered generalizability to be more pertinent to the further development of clinical practice guidelines (as indicated in Figure 2, Chapter 1). That is, generalizability asks the question “Do the results of this study apply to my patient or my practice?” Thus, in assessing the strength of a body of literature, we de-emphasized the population perspective because of its link to guideline development and, instead, focused on the reproducibility of the results across studies.

Abstraction of Data 
To abstract data on systems for grading articles or rating strength of evidence, we created an electronic data abstraction tool that could be used either in paper form (Appendix F) or as direct data entry. Two persons (Project Director, Scientific Director) independently reviewed all the quality rating studies, compared their abstractions, and adjudicated disagreements by discussion, additional review of disputed articles, and referral to another member of the study team as needed. For the strength of evidence work, the two principal reviewers each entered approximately half of the studies directly onto a template of the grid (Grid 5) and then checked each other’s abstractions; again, disagreements were settled by discussion or additional review of the article(s) in question. 

Preparation of Final Report
The authors of this report prepared two earlier versions. A partial “interim report” was submitted to AHRQ in the fall of 2000 for internal Agency use. More important, a draft final report was completed and submitted for wide external review early in 2001. A total of 22 experts and interested parties participated in this review; they included some members of the TEAG and additional experts invited by the RTI-UNC EPC team to serve in this capacity (see Acknowledgments) as well as several members of the AHRQ staff. This final report reflects substantive and editorial comments from this external peer review.

Chapter 3. Results
This chapter documents the results of this study in several parts. We first discuss the outcome of our data collection efforts (chiefly the two literature searches, one for rating study quality and the second for grading the strength of a body of evidence). We then provide our findings for rating study quality overall and by study type (i.e., systematic reviews, randomized controlled trials [RCTs], observational studies, and diagnostic studies). Last, we provide our findings on grading the strength of a body of evidence. Detailed tabular information is derived from the full assessments of all types of studies provided in Grids 1-4 (Appendix B) and Grid 5 (Appendix C); labels of domains of interest in developing the tables in this chapter are in some cases abbreviated versions of the domains defined in Tables 7-11 in Chapter 2 (e.g., funding or sponsorship is denoted funding). 

For both study quality and strength of evidence, we identify selected systems that appear to cover domains we regard as particularly important. These systems might be regarded as ones that could be used today with confidence that they represent the current state of the art of assessing study quality or strength of evidence. Chapter 4, Discussion, examines the implications of these findings in more detail and gives our recommendations for research priorities concerned with systems for rating the scientific evidence for evidence reviews and technology assessments. 

Data Collection Efforts 
Rating Study Quality
Our first task was to identify instruments (“systems” in the original legislation mandating this report for the Agency for Healthcare Research and Quality [AHRQ]) for rating study quality. During our search process, we identified scales, checklists, and evaluations of quality components. In addition, we identified publications that discussed the importance of assessing article quality and that included quality items for consideration; we refer to these publications as guidance documents. To be complete, we include the guidance documents in Grids 1-4 (Appendix B), but in their current state we do not believe such documents can or should be used to rate the quality of individual studies. 

Overall, we reviewed 82 different quality rating instruments or guidance documents for all four grids. This number encompasses reference papers that describe a study quality rating scheme or a rating method that is specific to work from an AHRQ-supported Evidence-based Practice Center (EPC). Because several of these 82 systems could be used to rate quality for more than one study design, we included them on multiple grids. Some came from our literature search, but we identified most by reviewing the previous effort of the Research Triangle Institute-University of North Carolina EPC QUOTE "1" 
1
 and work from Moher et al.101 and by hand searching Internet sites and bibliographies. 

As shown in Table 12, we assessed 20 systems for Grid 1 (systematic reviews), 49 systems for Grid 2 (RCTs), 19 for Grid 3 (observational studies), and 18 for Grid 4 (diagnostic studies). These systems can be characterized by instrument type as scales, checklists, or component evaluations; guidance documents; and EPC quality rating systems.

Grading the Strength of a Body of Evidence
We found it difficult to discern the most productive, yet specific, search terms for identifying literature that discussed grading a body of evidence. We approached our search from many different perspectives. In the end, although we identified numerous papers through the search, we found the majority of the relevant publications through hand searches and contacts with experts in the field. We suspect that, at present, the subject headings for coding the literature on this topic are not adequate to yield an appropriately thorough and productive search. 

Thus, many of the 40 systems on which we provide information in Grid 5 (Appendix C) were identified through other sources or by reviewing bibliographies from papers retrieved by the search. Excluding the six evidence grading systems developed by the EPCs, approximately two-thirds (n = 22) of the remaining 34 systems arose from the guideline or clinical recommendations literature. Thus, only 12 of the evidence grading systems we reviewed were developed for nonguideline needs such as a literature synthesis or for purposes of evidence-based practice in general.

Findings for Systems to Rate 
The Quality of Individual Studies
Background
Chapter 2 describes the four study quality grids in Appendix B, including both the domains and elements used to compare rating systems (see Tables 7-10) and the properties used to describe them.

Evaluation According to Domains and Elements

The first part of each grid provides our assessment of the extent to which each system covered the relevant domains; we used a simple categorical scheme for this assessment: 
· “Yes” (●, the system fully addressed the domain); 

· “No” (○, it did not address the domain at all); or 

Table 12.
Number of Systems Reviewed for Four Types of Studies, 
by Type of System, Instrument, or Document

	Study Design (Grid)
	Total
	Scales, Checklists, and Component Evaluations
	Guidance Documents
	EPC Rating
Systems

	Systematic Reviews (Grid 1)
	20
	11
	9
	0

	Randomized Controlled Trials (Grid 2)
	49
	32
	7
	10

	Observational Studies (Grid 3)
	19
	12
	5
	2

	Diagnostic Tests (Grid 4)
	18
	6
	9
	3


· “Partial” (◐, it addressed the domain to some extent). 

In defining domains, we differentiated between “empirical” elements and “good (or best) practice” elements. The former have been shown to affect the conduct and/or analysis of a study based on the results of rigorously designed methodological research. The latter elements have been identified as critical for the design of a well-conducted study but have not been tested in real life. As noted in Chapter 2 (and Appendix D), few empirical studies have been conducted; as a result, we have specified few empirical elements. Results of our analysis of each system appear below.

Description According to Key Characteristics

The second, descriptive part of each grid (see Table 6) provides general information on each rating system (e.g., type of system; whether inter-rater reliability had been assessed; how rigorously the system was developed). Although we focused on generic instruments, we did identify 18 “topic-specific” systems or instruments, especially among the EPC rating systems, and we also differentiate among the systems based on whether it is a scale, checklist, evaluation component only, or a guidance document. 

Item Selection. In terms of approaches used by system developers to select the specific items or questions in their quality rating instruments, we found it difficult to determine whether they had chosen items on the basis of empirical research (theirs or others’) or simply good practices (accepted) criteria. We based our categorization on whether the authors of the rating system referenced any empirical studies. One system included only empirical items; QUOTE "34" 
34
 another was a component evaluation of two empirical elements for RCTs (randomization and allocation concealment). QUOTE "51" 
51
 Remaining systems were based on accepted criteria, a mixture of accepted and empirical criteria, or modifications of another system. 

Rigorous Development. As described in Chapter 1, a quality rating instrument could be developed in several steps, one of which is to measure inter-rater reliability. However, inter-rater reliability is only one facet of the instrument development process; by itself, it does not make an instrument “rigorously developed.” We gave a system a Yes rating for rigorous development process if the authors indicated that they used “typical instrument development techniques,” regardless of our rating for inter-rater reliability. Developmental rigor was typically a No for guidance documents, but we did give a Partial to some guidance documents because their quality criteria had been developed through formal expert consensus.

Inter-rater Reliability. Inter-rater reliability had been assessed in only 39 percent of the scales and checklists we reviewed, including those from the EPCs. We gave five systems (8 percent) a Partial rating for inter-rater reliability because the developers evaluated agreement among their raters but did not present the actual statistics. Inter-rater reliability was not relevant for guidance documents (always a No).

Quality Definition and Scoring. The last two descriptive items for quality rating systems––whether quality was defined or described and whether instructions were provided for use––had been included on an earlier summary of quality rating systems prepared by Moher and colleagues.107 Of the 82 systems we evaluated, 53 (65 percent) discussed their definition of quality to some extent (Yes or Partial for the category). Most of the systems did provide information on how to score each of the quality items; 64 systems (78 percent) were given either a Yes or Partial for instructions. 
Rating Systems for Systematic Reviews
Type of System or Instrument

Twenty systems were concerned with systematic reviews or meta-analyses (Grid 1). Of these (Table 13), we categorized one as a scale3 and 10 as checklists. QUOTE "4-14" 
4-14

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FOxman, Guyatt, et al. 1991 #195\00\1F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00/\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt)Irwig, Tosteson, et al.  1994 Apr 15 #117\00)\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\002\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Sacks, Reitman, et al. 1996 #221\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\11\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt"Auperin, Pignon, et al. 1997 #1002\00"\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\12\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\0FBeck 1997 #1004\00\0F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1E\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\10Smith 1997 #1092\00\10\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00W\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Clarke M. & Oxman A. D. 1999 #395\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00[\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt(Khan K.S., Ter Riet G., et al. 2000 #283\00(\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 
 The remainder are considered guidance documents. QUOTE "15-23" 
15-23
,59,68 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\14\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#Cranney, Tugwell, et al. 1997 #1024\00#\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00�\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt-Vet HCW de, Bie RA de, et al.  June 1997 #391\00-\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1B\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\18Pogue & Yusuf 1998 #1086\00\18\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\10\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Sutton, Abrams, et al. 1998 #1096\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00 \00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1DMoher, Cook, et al. 1999 #163\00\1D\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00g\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt7National  Health and Medical Research Council 2000 #307\007\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00+\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Stroup, Berlin, et al. 2000 #239\00 \00 
 In the presentation below, we group scales and checklists into one set of results and comment on guidance documents separately. 

Evaluation of Systems According to Coverage of 
Empirical or Best Practices Domains

Empirical Domains. The 11 domains used for assessing these systems (Table 13 or Grid 1A) reflect characteristics specific to both systematic reviews and general study design (see Table 7). Of these domains, four contain elements that are derived from empirical research: search strategy, study quality, data synthesis, and funding or sponsorship. Funding had only a single element (and it had an empirical basis). The study quality and data synthesis domains each comprised two or more elements (but only one element was empirically derived). Search strategy had four elements (of which two were empirical––comprehensive search strategy and justification of search restrictions). We give particular attention in the results below to the extent to which the systems we reviewed covered these empirical domains. 

The one scale addressed all four domains with empiric elements (with a Partial grade for search strategy).3 Of the 10 checklists, that by Sacks and colleagues fully addressed all four domains with empirical elements. QUOTE "7" 
7
 The checklist developed by Auperin and colleagues addressed three of the four empirically derived domains fully; the Partial score was for the study quality domain. QUOTE "8" 
8
 

All of the remaining eight systems excluded funding.4-6,9-14  QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00/\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt)Irwig, Tosteson, et al.  1994 Apr 15 #117\00)\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\12\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\0FBeck 1997 #1004\00\0F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1E\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\10Smith 1997 #1092\00\10\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00W\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Clarke M. & Oxman A. D. 1999 #395\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00[\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt(Khan K.S., Ter Riet G., et al. 2000 #283\00(\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 
 Five systems fully addressed three of the four empirically derived domains, omitting only funding. QUOTE "4-6,11,12,14" 
4-6,11,12,14

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00W\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Clarke M. & Oxman A. D. 1999 #395\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00[\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt(Khan K.S., Ter Riet G., et al. 2000 #283\00(\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00E\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\18Oxman & Guyatt 1991 #193\00\18\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FOxman, Guyatt, et al. 1991 #195\00\1F\00 
 The remaining three systems either did not address one or more empirically derived domains QUOTE "9,13" 
9,13

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 
 or did so only partially. QUOTE "10" 
10
 

Best Practices Domains. The remaining seven domains––study question, inclusion and exclusion criteria, interventions, outcomes, data extraction, results, and discussion––come from best practices criteria. We included these for comparison purposes, mainly because many of the systems we evaluated included items addressing these domains. 

The scale by Barnes and Bero fully addressed study question and inclusion/exclusion criteria but did not deal with or only partially addressed interventions, outcomes, data extraction, results, and discussion.3 Of the 10 checklists, only one fully addressed all these good practices domains, QUOTE "12" 
12
 and two others addressed these domains to some degree. QUOTE "7,8" 
7,8

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\002\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Sacks, Reitman, et al. 1996 #221\00 \00 
 The remaining seven systems entirely omitted one or more of these seven domains. QUOTE "4-6,9-11,13,14" 
4-6,9-11,13,14

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FOxman, Guyatt, et al. 1991 #195\00\1F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00/\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt)Irwig, Tosteson, et al.  1994 Apr 15 #117\00)\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\12\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\0FBeck 1997 #1004\00\0F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1E\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\10Smith 1997 #1092\00\10\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00W\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Clarke M. & Oxman A. D. 1999 #395\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 
 
Table 13.
Evaluation of Scales and Checklists for Systematic Reviews, by Specific Instrument and 11 Domains

	Instrument 
	Domains

	
	Study Question
	Search Strategy*
	Inclusion/ Exclusion
	Interventions
	Outcomes
	Data
Extraction
	Study Quality/
Validity*
	Data Synthesis and Analysis*
	Results
	Discussion
	Funding*

	Oxman et al., 1991; QUOTE "4" 
4
 Oxman et al., 1991 QUOTE "5" 
5
 
	●
	●
	◐
	○
	◐
	◐
	●
	●
	●
	○
	○

	Irwig et al., 1994 QUOTE "6" 
6

	●
	●
	●
	●
	●
	●
	●
	●
	●
	○
	○

	Sacks et al., 1996 QUOTE "7" 
7

	●
	●
	●
	●
	●
	●
	●
	●
	●
	◐
	●

	Auperin et al., 1997 QUOTE "8" 
8

	◐
	●
	●
	●
	●
	●
	◐
	●
	●
	◐
	●

	Beck,1997 QUOTE "9" 
9

	●
	●
	●
	○
	○
	●
	○
	●
	●
	●
	○

	Smith,1997 QUOTE "10" 
10
 
	◐
	●
	●
	◐
	○
	○
	●
	◐
	○
	◐
	○

	Barnes and Bero, 19983
	●
	◐
	●
	◐
	○
	○
	●
	●
	◐
	◐
	●

	Clarke and Oxman, 1999 QUOTE "11" 
11

	●
	●
	●
	○
	○
	○
	●
	●
	●
	●
	○

	Khan et al., 2000 QUOTE "12" 
12

	●
	●
	●
	●
	●
	●
	●
	●
	●
	●
	○

	New Zealand Guidelines Group, 2000 QUOTE "13" 
13

	●
	●
	●
	○
	●
	○
	○
	○
	●
	◐
	○

	Harbour and Miller, 2001 QUOTE "14" 
14

	●
	●
	◐
	●
	●
	○
	●
	●
	●
	○
	○


*Domains with at least one element with an empirically demonstrated basis (see Table 7).


Every system addressed the inclusion/exclusion criteria at least partially. Most of these systems did cover study question and results, but the other domains excluded varied by system. One checklist did not address results in any way. QUOTE "10" 
10
 Four systems did not include intervention at all;  QUOTE "4,5,9,11,13" 
4,5,9,11,13

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FOxman, Guyatt, et al. 1991 #195\00\1F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\12\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\0FBeck 1997 #1004\00\0F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00W\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Clarke M. & Oxman A. D. 1999 #395\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 
 four did not include outcomes; 3,9-11 and five did not include data extraction.3,10,11,13,14 The discussion domain was absent from four systems QUOTE "4-6,14" 
4-6,14

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FOxman, Guyatt, et al. 1991 #195\00\1F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00/\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt)Irwig, Tosteson, et al.  1994 Apr 15 #117\00)\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 
 and rated as Partial for five others.3,7,8,10,13 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1E\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\10Smith 1997 #1092\00\10\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\009\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\15Barnes & Bero 1998 #5\00\15\00 

Because guidance documents have not been developed as tools for assessing quality per se, we did not contrast them with the scales and checklists and included them for illustrative purposes primarily. Like the scales and checklists, the results varied for the guidance documents. The two consensus statements that provide reporting guidelines include nearly all of the 11 domains. MOOSE included all 11 but received a Partial for the intervention domain. QUOTE "23" 
23
 The QUOROM statement did not include funding. QUOTE "21" 
21

Evaluation of Systems According to Descriptive Attributes

According to the descriptive information available in Grid 1B, none of the scales and checklists underwent rigorous development as defined earlier. We gave two checklists a score of Partial for this attribute, QUOTE "11,14" 
11,14

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 
 mainly because the quality domains were selected by consensus. Four systems provided inter-rater reliability estimates that suggest that the quality ratings from multiple reviewers are consistent.3-5,8,9 Interestingly enough, none of the systems that measured inter-rater reliability estimates had been rigorously developed.

Evaluation of Systems According to Seven Domains 
Considered Informative for Study Quality

Apart from the four domains that contained empirical elements, we concluded that three additional domains provide important information on the quality of a systematic review—study question, inclusion/exclusion criteria, and data extraction. The degree to which instruments concerned with systematic reviews covered these three domains is described just below, followed by a discussion of systems that appeared to deal with all seven domains. 

Study Question. A clearly specified study question is important to define the search appropriately, determine which articles to exclude from the analysis, focus the interventions and outcomes, and conduct a meaningful data synthesis. Only two of the 20 systems omitted study question as a domain, QUOTE "17,22" 
17,22

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00g\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt7National  Health and Medical Research Council 2000 #307\007\00 
 and an additional two received a Partial score for this domain. QUOTE "8,10" 
8,10

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1E\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\10Smith 1997 #1092\00\10\00 
 

Inclusion/Exclusion. After the search is completed, determination of article eligibility is based on clearly specified selection criteria with reasons for inclusion and exclusion. Developing and adhering to strict inclusion and exclusion criteria makes the systematic review more reproducible and less subject to selection bias. Of the 20 systems we reviewed, every one addressed the inclusion/exclusion domain, with only three systems receiving a Partial for this domain. QUOTE "4,5,14,15" 
4,5,14,15

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FOxman, Guyatt, et al. 1991 #195\00\1F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ª\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1DOxman, Cook, et al. 1994 #189\00\1D\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 

Data Extraction. How data had been extracted from single articles for purposes of systematic reviews is often overlooked in assessing the quality of a systematic review. Like the search strategy domain, the data extraction domain provides useful insight on the reproducibility of the systematic review. Reviews that do not use dual extraction may miss or misrepresent important concepts. Of the 20 systems we reviewed, six omitted data extraction altogether 3,10,11,13,14,22 and three were given a Partial score for this domain. QUOTE "4,5,15,19" 
4,5,15,19

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FOxman, Guyatt, et al. 1991 #195\00\1F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ª\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1DOxman, Cook, et al. 1994 #189\00\1D\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1B\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\18Pogue & Yusuf 1998 #1086\00\18\00 
 

Coverage of Seven Key Domains. To arrive at a set of high-performing scales or checklists pertaining to systematic reviews, we took account of seven domains in all: study question, search strategy, inclusion/exclusion criteria, data extraction, study quality, data synthesis, and funding. We then used these seven domains as the criteria by which to identify a selected group of systems that could be said with some confidence to represent acceptable approaches that could be used today without major modifications. These are depicted in Table 14. 

Five systems met most of the criteria for systematic reviews. One checklist fully addressed all seven domains. QUOTE "7" 
7
 A second checklist also addressed all seven domains but merited only a Partial for study question and study quality. QUOTE "8" 
8
 Two additional checklists QUOTE "6,12" 
6,12

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00[\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt(Khan K.S., Ter Riet G., et al. 2000 #283\00(\00 
 and the one scale3 addressed six of the domains. These latter two checklists excluded funding; the scale omitted data extraction and had a Partial score for search strategy. 

Rating Systems for Randomized Controlled Trials
Type of System or Instrument

In evaluating systems concerned with RCTs, we reviewed 20 scales,18,24,42 11 checklists, QUOTE "12-14,43-50" 
12-14,43-50

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00Q\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt'Poynard T., Naveau S., et al. 1987 #201\00'\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00P\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FReisch, Tyson, et al. 1989 #207\00\1F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00K\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Imperiale & McCullough 1990 #113\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00B\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#Spitzer, Lawrence, et al. 1990 #237\00#\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1A\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#Verhagen, de Vet, et al. 1998 #1104\00#\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00[\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt(Khan K.S., Ter Riet G., et al. 2000 #283\00(\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00`\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt>National Health and Medical Research Council (NHMRC) 2000 #425\00>\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\00\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt)Zaza, Wright-De Aguero, et al. 2000 #2148\00)\00 
 one component evaluation, QUOTE "51" 
51
 and seven guidance documents. QUOTE "1,11,52-57" 
1,11,52-57
 QUOTE "" 
 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\006\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt1The Standards of Reporting Trials Group 1994 #247\001\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\007\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdtuThe Asilomar Working Group on Recommendations for Reporting of Clinical Trials in the Biomedical Literature 1996 #243\00u\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00Ï\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FMoher, Schulz, et al. 2001 #465\00\1F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00W\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Clarke M. & Oxman A. D. 1999 #395\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\08\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\17Lohr & Carey 1999 #2102\00\17\00 
 In addition, we reviewed 10 EPC rating systems.58-68  QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00;\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt'Heidenreich, McDonald, et al. 1999 #427\00'\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00e\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt"Mulrow, Williams, et al. 1999 #303\00"\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00c\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#Vickrey, Shekelle, et al. 1999 #299\00#\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\5C\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FWest, Garbutt, et al. 1999 #285\00\1F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00i\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt"McNamara, Miller, et al. 1999 #313\00"\00 
In the presentation below, we group scales, checklists, and the component system into a single set of results. We comment on guidance documents and EPC rating systems separately.

Our literature search focused on articles that described quality rating systems from 1995 until June 2000. Earlier work in this field had identified many scales and checklists for evaluating RCTs,1,107 so duplicating prior work was not efficient. We did review and include many systems that we identified through the bibliographies of the more recent articles on RCT quality rating systems.

Evaluation of Systems According to Coverage of 
Empirical or Best Practices Domains

Empirical Domains. The 10 domains used for assessing these systems (Table 15 or Grid 2A) reflect characteristics specific to both RCTs and general study design (see Table 8). Of these domains, four contain elements that are derived from empirical research: randomization, blinding, statistical analysis, and funding or sponsorship. Both blinding and funding had only a single element (which was based on empirical research). The randomization domain comprised three elements, all of which were empirically derived. Statistical analysis had four elements, only one of which was empirically derived. In the results below, we focus on the extent to which the systems we reviewed covered these empirical domains. 

Table 14.
Evaluation of Scales and Checklists for Systematic Reviews by Instrument and Seven Key Domains

	Instrument
	Domains

	
	Study Question
	Search Strategy*
	Inclusion/ Exclusion
	Data Extraction
	Study Quality*
	Data Synthesis/ Analysis*
	Funding*

	Irwig et al., 1994 QUOTE "6" 
6

	●
	●
	●
	●
	●
	●
	○

	Sacks et al., 1996 QUOTE "7" 
7

	●
	●
	●
	●
	●
	●
	●

	Auperin et al., 1997 QUOTE "8" 
8

	◐
	●
	●
	●
	◐
	●
	●

	Barnes and Bero,19983
	●
	◐
	●
	○
	●
	●
	●

	Khan et al., 2000 QUOTE "12" 
12

	●
	●
	●
	●
	●
	●
	○


*Domains with at least one element with an empirically demonstrated basis (see Table 7).

Of the 32 scales, checklists, and component systems concerned with RCTs (Grid 2), only two fully addressed the four domains with empiric elements. QUOTE "25,45" 
25,45

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00P\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FReisch, Tyson, et al. 1989 #207\00\1F\00 
 An additional 12 systems fully addressed randomization, blinding, and statistical analysis but not source of funding. QUOTE "12,14,18,27,36,38-42,49,51" 
12,14,18,26,36,38-42,49,51

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\18\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt1van der Heijden, van der Windt, et al. 1996 #1102\001\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00�\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt-Vet HCW de, Bie RA de, et al.  June 1997 #391\00-\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt$Sindhu, Carpenter, et al. 1997 #1090\00$\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\01\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#van Tulder, Koes, et al. 1997 #2132\00#\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00R\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\16Downs & Black 1998 #63\00\16\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\16\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1EMoher, Pham, et al. 1998 #1078\00\1E\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00[\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt(Khan K.S., Ter Riet G., et al. 2000 #283\00(\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00`\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\0FNHMRC 2000 #425\00\0F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00A\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1ATurlik & Kushner 2000 #441\00\1A\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00q\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Liberati, Himel, et al. 1986 #367\00!\00 
 If we consider the systems that addressed the first three domains (randomization, blinding, statistical analysis) either partially or fully, we would add another 14 to this count. QUOTE "3,13,26,28,29,32-35,37,43,44,47,48" 
13,25,27,28,29,31-35,37,43,44,47,48
 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00Q\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt'Poynard T., Naveau S., et al. 1987 #201\00'\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00I\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Colditz, Miller, et al. 1989 #43\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00%\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\11Gotzsche 1989 #83\00\11\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00B\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#Spitzer, Lawrence, et al. 1990 #237\00#\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00O\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\13Cho & Bero 1994 #35\00\13\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00M\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Goodman, Berlin, et al. 1994 #81\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\15\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1EFahey, Hyde, et al. 1995 #1034\00\1E\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00j\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FJadad, Moore, et al. 1996 #1050\00\1F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\008\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1CKhan, Daya, et al. 1996 #129\00\1C\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\13\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt"Bender, Halpern, et al. 1997 #1006\00"\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1A\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#Verhagen, de Vet, et al. 1998 #1104\00#\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 
 Thus, only four of the RCT scales or checklists failed to address one or more of the three empirical domains, randomization, blinding, or statistical analysis. QUOTE "30,31,46,50" 
29,30,46,50

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00N\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&Kleijnen, Knipschild, et al. 1991 #133\00&\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00#\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FDetsky, Naylor, et al. 1992 #57\00\1F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\00\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt)Zaza, Wright-De Aguero, et al. 2000 #2148\00)\00 

Best Practices Domains. The remaining six domains––study question, study population, interventions, outcomes, results, and discussion––come from best practices criteria. We included these for comparison purposes and because many of the systems we evaluated included items addressing these domains. 

Focusing on the 14 scales, checklists, and component evaluation (Table 15) that fully addressed the three empiric domains—randomization, blinding, and statistical analysis—few systems included either study question or discussion. QUOTE "14,38,40,45" 
14,38,40,45

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt$Sindhu, Carpenter, et al. 1997 #1090\00$\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00R\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\16Downs & Black 1998 #63\00\16\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 
 However, 11 systems did address three other domains—study population, intervention, and results—either partially or fully. QUOTE "12,14,18,25,27,36,38-40,42,45" 
12,14,18,24,26,36,38-40,42,45

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00q\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Liberati, Himel, et al. 1986 #367\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00P\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FReisch, Tyson, et al. 1989 #207\00\1F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\18\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt1van der Heijden, van der Windt, et al. 1996 #1102\001\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00�\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt-Vet HCW de, Bie RA de, et al.  June 1997 #391\00-\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt$Sindhu, Carpenter, et al. 1997 #1090\00$\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\01\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#van Tulder, Koes, et al. 1997 #2132\00#\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00R\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\16Downs & Black 1998 #63\00\16\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00[\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt(Khan K.S., Ter Riet G., et al. 2000 #283\00(\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00A\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1ATurlik & Kushner 2000 #441\00\1A\00 
 Of these 11 systems, 10 also included outcomes as a domain; the exception is the work of the NHS Centre for Reviews and Dissemination. QUOTE "12" 
12
 Thus, these 11 systems included, either fully or in part, most of the domains that we selected to compare across systems.

Because guidance documents have not been developed as tools for assessing quality per se, we have examined them primarly for illustrative purposes (Table 16). The number of domains addressed in the guidance documents varied by system—from as few as three to all 10 of the domains. The consensus statements typically include most of the 10 domains.55-57 The earliest consensus statement fully addressed seven domains, partially addressed one other, and failed to address two domains. QUOTE "55" 
55
 The Asimolar Working Group included all 10 domains but received a Partial for the randomization, blinding, and statistical analysis domains. QUOTE "56" 
56
 The most recent CONSORT statement fully addressed nine domains, omitting funding. QUOTE "57" 
57

Of the 10 EPC rating systems (see Grid 2A in Appendix B), all included both randomization and blinding at least partially. Statistical analysis was addressed either fully or partially by all but one system. QUOTE "63" 
63
 Study population, interventions, outcomes, and results were covered fully by five EPC systems.60,61,63,65,66 EPC quality systems for RCTs rarely included either study question or discussion.

Evaluation of Systems According to Descriptive Attributes

The RCT system attributes are compared in Grid 2B (Appendix B). Most systems provided their definition of quality and selected their quality domains based on best practices criteria. Several used both best practices and empirical criteria for the selection process. Eight non-EPC scales and checklists were modifications of other systems. QUOTE "3,27,28,33,35,37,41,44" 
26,27,31,33,35,37,41,44

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00Q\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt'Poynard T., Naveau S., et al. 1987 #201\00'\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00I\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Colditz, Miller, et al. 1989 #43\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00O\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\13Cho & Bero 1994 #35\00\13\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\15\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1EFahey, Hyde, et al. 1995 #1034\00\1E\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\008\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1CKhan, Daya, et al. 1996 #129\00\1C\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\13\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt"Bender, Halpern, et al. 1997 #1006\00"\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\16\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1EMoher, Pham, et al. 1998 #1078\00\1E\00 
 

Table 15.
Evaluation of Scales, Checklists, and Component Evaluations for Randomized Controlled Trials, 
by Specific Instrument and 10 Domains
	Instrument
	Domains

	
	Study Question
	Study Popu-lation
	Random-ization*
	Blinding*
	Inter-ven-tions
	Out-comes
	Statistical Analysis*
	Results
	Discus-sion
	Funding*

	Chalmers et al., 198124
	○
	●
	●
	●
	●
	●
	●
	●
	○
	●

	Liberati et al., 198626
	○
	●
	●
	●
	●
	●
	●
	●
	○
	○

	Reisch et al., 1989 QUOTE "45" 
45

	●
	●
	●
	●
	●
	●
	●
	●
	●
	●

	Schulz et al., 1995 QUOTE "51" 
51

	○
	○
	●
	●
	○
	○
	●
	○
	○
	○

	van der Heijden et al., 1996 QUOTE "36" 
36

	○
	●
	●
	●
	●
	●
	●
	●
	○
	○

	de Vet et al., 1997 QUOTE "18" 
18

	○
	●
	●
	●
	●
	●
	●
	●
	○
	○

	Sindhu et al., 1997 QUOTE "38" 
38

	●
	●
	●
	●
	●
	●
	●
	◐
	●
	○

	van Tulder et al., 1997 QUOTE "39" 
39

	○
	◐
	●
	●
	●
	◐
	●
	●
	○
	○

	Downs et al., 1998 QUOTE "40" 
40

	●
	●
	●
	●
	●
	●
	●
	●
	○
	○

	Moher et al., 1998 QUOTE "41" 
41

	○
	○
	●
	●
	○
	○
	●
	○
	○
	○

	Khan et al., 2000 QUOTE "12" 
12

	○
	●
	●
	●
	●
	○
	●
	●
	○
	○

	NHMRC, 2000 QUOTE "49" 
49

	○
	○
	●
	●
	○
	●
	●
	○
	○
	○

	Harbour and Miller, 2001 QUOTE "14" 
14

	●
	●
	●
	●
	●
	●
	●
	●
	○
	○

	Turlik et al., 2000 QUOTE "42" 
42

	○
	●
	●
	●
	◐
	◐
	●
	●
	○
	○


*Domains with at least one element with an empirically demonstrated basis (see Table 8).

Table 16.
Evaluation of Guidance Documents for Randomized Controlled Trials, by Instrument and 10 Domains
	Instrument
	Domains

	
	Study Question
	Study Population
	Random-Ization*
	Blinding*
	Interventions
	Outcomes
	Statistical Analysis*
	Results
	Discussion
	Funding*

	Prendiville et al., 1988 QUOTE "52" 
52

	○
	○
	●
	●
	○
	○
	◐
	○
	○
	○

	Guyatt et al., 1993; QUOTE "54" 
54
 Guyatt et al., 1994 QUOTE "53" 
53

	○
	○
	◐
	●
	◐
	●
	●
	●
	○
	○

	Standards of Reporting Trials Group, 1994 QUOTE "55" 
55

	○
	●
	●
	●
	◐
	●
	●
	●
	●
	○

	Asilomar Working Group, 1996 QUOTE "56" 
56

	●
	●
	◐
	◐
	●
	●
	◐
	●
	●
	●

	Moher et al., 2001 QUOTE "57" 
57
 
	●
	●
	●
	●
	●
	●
	●
	●
	●
	○

	Clarke and Oxman, 1999 QUOTE "11" 
11

	○
	●
	●
	●
	◐
	◐
	◐
	◐
	○
	○

	Lohr and Carey, 1999 QUOTE "1" 
1
 
	○
	●
	◐
	●
	●
	●
	●
	●
	●
	○


*Domains with at least one element with an empirically demonstrated basis (see Table 8).

According to their authors, five scales underwent rigorous scale development along with the calculation of inter-rater reliabilities; QUOTE "34,35,37,38,40" 
34,35,37,38,40

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\008\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1CKhan, Daya, et al. 1996 #129\00\1C\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\13\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt"Bender, Halpern, et al. 1997 #1006\00"\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt$Sindhu, Carpenter, et al. 1997 #1090\00$\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00R\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\16Downs & Black 1998 #63\00\16\00 
 the one component system was both rigorously developed and measured inter-rater reliability. QUOTE "51" 
51
 Several scales and checklists were given a Partial score for their development process;14,27,30-32,48 three of these also reported inter-rater reliability.30,32 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00M\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Goodman, Berlin, et al. 1994 #81\00 \00 
 

Evaluation of Systems According to Seven Domains 
Considered Informative for Study Quality

As noted above, we identified four empirically based quality domains. To these we added three domains derived from best practices—study population, interventions, and outcomes—that we regarded as important for evaluating the quality of RCTs. 

Study Population. The most important element in the study population domain is the specification of inclusion and exclusion criteria for entry of participants in the trial. Although such criteria constrain the population being studied (thereby making the study less generalizable), they reduce heterogeneity among the persons being studied. In addition, the criteria reduce variability, which improves our certainty of claiming a treatment effect if one truly exists.

Interventions. Intervention is another important quality domain mainly for one of its elements—that the intervention be clearly defined. For reasons of reproducibility both within the study and for comparison with other studies, investigators ought to describe fully the intervention under study with respect to dose, timing, administration, or other factors. Paying careful attention to the details of an intervention also tends to reduce variability among the subjects, which also influences what can be said about the study outcome. 

Outcomes. As important as it is to describe the intervention clearly, it is also critical to specify clearly the outcomes under study and how they are to be measured. Again, this is important for both reproducibility and to decrease variability.

Coverage of Seven Key Domains. We designated a set of high-performing scales or checklists pertaining to RCTs by assessing their coverage of the following seven domains: study population, randomization, blinding, interventions, outcomes, statistical analysis, and funding. As with the five systems identified for systematic reviews, we concluded that these eight systems for RCTs represent acceptable approaches that could be used today without major modifications (Table 17). 

Two systems fully addressed all seven domains, QUOTE "25,45" 
24,45

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00P\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FReisch, Tyson, et al. 1989 #207\00\1F\00 
 and six others addressed all but funding. QUOTE "14,18,27,36,38,40" 
14,18,26,36,38,40

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\18\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt1van der Heijden, van der Windt, et al. 1996 #1102\001\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00�\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt-Vet HCW de, Bie RA de, et al.  June 1997 #391\00-\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt$Sindhu, Carpenter, et al. 1997 #1090\00$\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00R\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\16Downs & Black 1998 #63\00\16\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 
 Two were rigorously developed. QUOTE "38,40" 
38,40

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00R\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\16Downs & Black 1998 #63\00\16\00 
 We might assume that the rigorousness with which the instruments were developed is important for assessing quality, but this has not been tested. Users wishing to adopt a system for rating the quality of RCTs will need to do so on the basis of the topic under study, whether a scale or checklist is desired, and apparent ease of use.

Table 17.
Evaluation of Scales and Checklists for Randomized Controlled Trials, by Instrument and Seven Key Domains

	Instrument
	Domains

	
	Study Population
	Random-ization*
	Blinding*
	Interventions
	Outcomes
	Statistical Analysis*
	Funding*

	Chalmers et al., 198124
	●
	●
	●
	●
	●
	●
	●

	Liberati et al., 198626
	●
	●
	●
	●
	●
	●
	○

	Reisch et al., 1989 QUOTE "45" 
45

	●
	●
	●
	●
	●
	●
	●

	van der Heijden and 
van der Windt,1996 QUOTE "36" 
36

	●
	●
	●
	●
	●
	●
	○

	de Vet et al., 1997 QUOTE "18" 
18

	●
	●
	●
	●
	●
	●
	○

	Sindhu et al., 1997 QUOTE "38" 
38

	●
	●
	●
	●
	●
	●
	○

	Downs and Black,1998 QUOTE "40" 
40

	●
	●
	●
	●
	●
	●
	○

	Harbour and Miller, 2001 QUOTE "14" 
14

	●
	●
	●
	●
	●
	●
	○


*Domains with at least one element with an empirically demonstrated basis (see Table 8).

Rating Systems for Observational Studies
Type of System or Instrument

Seventeen systems concerned observational studies (Grid 3). Of these, we categorized four as scales31,32,40,69 and eight as checklists (Table 18)12-14,45,47,49,50,70 We classified the remaining five as guidance documents.1,71-74 Two EPCs used quality rating systems for evaluating observational studies—these systems were identical to those used for RCTs. In the presentation below, we discuss scales and checklists separately from guidance documents and EPC rating systems.

Evaluation of Systems According to Coverage of 
Empirical or Best Practices Domains

Empirical Domains. The nine domains used for assessing these systems (Grid 3) reflect general study design issues common to observational studies (see Table 9). Of these domains, two have empirical elements: comparability of subjects and funding or sponsorship. Because the funding domain had only one element, it was required to give that domain a full Yes. We did not require that systems address the empirical element, use of concurrent controls, to receive a full Yes grade for the comparability-of-subjects domain. With the exception of one checklist that received a Partial score,70 all scales and checklists received a full Yes rating for the comparability-of-subjects domain. Only one checklist received a full Yes for the funding domain. QUOTE "45" 
45
 

Best Practices Domains. The remaining seven domains––study question, study population, exposure/intervention, outcomes, statistical analysis, results, and discussion––come from best practices criteria. These domains are typically evaluated when critiquing an observational study. 

Of the 12 scales and checklists in Table 18, half fully addressed study question;14,31,32,40,45,70 the remainder did not address this domain at all.12,13,47,49,50,69 Similarly, for the discussion domain, we gave Yes or Partial ratings to only seven instruments. QUOTE "3,13,32,40,45,47,50" 
13,31,32,40,45,47,50

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00B\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#Spitzer, Lawrence, et al. 1990 #237\00#\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00O\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\13Cho & Bero 1994 #35\00\13\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00M\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Goodman, Berlin, et al. 1994 #81\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00R\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\16Downs & Black 1998 #63\00\16\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\00\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt)Zaza, Wright-De Aguero, et al. 2000 #2148\00)\00 
 Many systems covered results as a study quality domain, either fully or in part.13,14,31,32,40,45,49,50,70  QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00M\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Goodman, Berlin, et al. 1994 #81\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00R\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\16Downs & Black 1998 #63\00\16\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\05\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt'Ariens, van Mechelen, et al. 2000 #2026\00'\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00`\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\0FNHMRC 2000 #425\00\0F\00 
 QUOTE "" 
 QUOTE "" 
We rated the study population, exposure/intervention, outcome measure, and statistical analysis domains as Yes or Partial on most of the scales and checklists we reviewed. 

Of the 12 scales and checklists, three fully addressed all these best practices domains. QUOTE "32,40,45" 
32,40,45

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00M\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Goodman, Berlin, et al. 1994 #81\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00R\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\16Downs & Black 1998 #63\00\16\00 
 Five others addressed most of the seven domains to some degree: One omitted exposure/intervention,31 two did not include study question, QUOTE "13,50" 
13,50

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\00\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt)Zaza, Wright-De Aguero, et al. 2000 #2148\00)\00 
 and the remaining two missed the discussion domain.14,70 The remaining four systems entirely omitted two or more of the seven domains.12,47,49,60 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\04\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#Corrao, Bagnardi, et al. 1999 #2056\00#\00 

Table 18.
Evaluation of Scales and Checklists for Observational Studies, by Specific Instrument and Nine Domains

	Instrument
	Domains

	
	Study Question
	Study Population
	Comparability of Subjects*
	Exposure/ Intervention
	Outcome Measure
	Statistical Analysis
	Results
	Discussion
	Funding*

	Reisch et al., 1989 QUOTE "45" 
45

	●
	●
	●
	●
	●
	●
	●
	●
	●

	Spitzer et al., 1990 QUOTE "47" 
47

	○
	●
	●
	●
	●
	●
	○
	●
	○

	Cho and Bero, 1994 QUOTE "3" 
3
1
	●
	●
	●
	○
	◐
	●
	●
	●
	○

	Goodman et al., 1994 QUOTE "32" 
32

	●
	●
	●
	●
	●
	●
	●
	●
	○

	Downs and Black, 1998 QUOTE "40" 
40

	●
	●
	●
	●
	●
	●
	●
	●
	○

	Corrao et al., 199969
	○
	●
	●
	●
	◐
	●
	○
	○
	○

	Ariens et al., 200070
	●
	●
	◐
	●
	●
	●
	●
	○
	○

	Khan et al., 2000 QUOTE "12" 
12

	○
	●
	●
	●
	◐
	●
	○
	○
	○

	New Zealand Guidelines, 2000 QUOTE "13" 
13

	○
	●
	●
	◐
	●
	●
	●
	◐
	○

	NHMRC, 2000 QUOTE "49" 
49

	○
	◐
	●
	◐
	◐
	◐
	◐
	○
	○

	Harbour and Miller, 200114
	●
	●
	●
	●
	●
	●
	●
	○
	○

	Zaza et al., 2000 QUOTE "50" 
50

	○
	●
	●
	●
	●
	●
	●
	●
	○


*Domains with one element with an empirically demonstrated basis (see Table 9).

Guidance Documents and EPC Systems. Guidance documents pertinent to observational studies (Grid 3) were not developed as tools for assessing quality, but all of them included comparability of subjects and outcomes either partially or fully. Most also included study population, statistical analysis, and results. The two EPC rating systems for observational studies are the same as those used for RCTs but with minor modifications; they were evaluated using the observational quality domains. One EPC system fully covered seven of the nine domains;60 it omitted study question and funding. The other EPC system covered four domains––fully addressing comparability of subjects and outcomes but only partially addressing statistical analysis and results.64 

Evaluation of Systems According to Descriptive Attributes

Of the 12 scales or checklists relating to observational studies, six selected their quality items based on accepted criteria;12,45,47,50,69,70 five systems used both accepted and empirical criteria for item selection; QUOTE "13,14,32,40,49" 
13,14,32,40,49

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00R\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\16Downs & Black 1998 #63\00\16\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00`\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\0FNHMRC 2000 #425\00\0F\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 
 and one scale was a modification of another system. QUOTE "3" 
3
1 One system was rigorously developed and provided an estimate of inter-rater reliability. QUOTE "40" 
40
 Three others received a Partial score for rigorousness of development but reported inter-rater reliability as well.31,32,70 
Evaluation of Systems According to Domains 
Considered Informative for Study Quality

To arrive at a set of high-performing scales or checklists pertaining to observational studies, we considered the following five domains: comparability of subjects, exposure/intervention, outcomes, statistical analysis, and funding or sponsorship. As before, we concluded that systems that cover these domains represent acceptable approaches for assessing the quality of observational studies. The inclusion of the two empirical domains is self-explanatory (comparability of subjects and funding or sponsorship); we explain below why we considered the following as critical domains.

Exposure or Intervention. Unlike RCTs where treatment is administered in a controlled fashion, exposure or treatment in observational studies is based on the clinical situation and may be subject to unknown biases. These biases may result from provider, patient, or health care system differences. Thus, a clear description of how the exposure definition was derived is critical for understanding the effects of that exposure on outcome.

Outcomes. Investigators need to supply a specific definition of outcome that is independent of exposure. The presence or absence of an outcome should be based on standardized criteria to reduce bias and enhance reproducibility. 

Statistics and Analysis. Of the six elements in the statistical analysis domain, confounding assessment was considered essential for a full Yes rating. Observational studies are particularly subject to several biases; these include measurement bias (usually addressed by specific exposure and outcome definitions) and selection bias (typically addressed by ensuring the comparability among subjects and confounding assessment). We did not consider any of the remaining five statistical analysis elements—statistical tests, multiple comparisons, multivariate techniques, power calculations, and dose response assessments—as more important than any other when evaluating systems on this domain.

Coverage of Five Key Domains. Of the 12 scales and checklists we reviewed, all included comparability of subjects either fully or in part. Only one included funding or sponsorship and the other four domains we considered critical for observational studies. QUOTE "45" 
45
 Five additional systems fully included all four domains without funding or sponsorship (Table 19). QUOTE "14,32,40,47,50" 
14,32,40,47,50

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00M\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Goodman, Berlin, et al. 1994 #81\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00R\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\16Downs & Black 1998 #63\00\16\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\00\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt)Zaza, Wright-De Aguero, et al. 2000 #2148\00)\00 
 In choosing among these six systems for assessing study quality, one will have to evaluate which system is most appropriate for the task being undertaken, how long it takes to complete each system, and its ease of use. We were unable to evaluate these three instrument properties in the project. 

Rating Systems for Diagnostic Studies
Type of System or Instrument

As discussed in Chapter 2, the domains that we used to compare systems for assessing the quality of diagnostic test studies are to be used in conjunction with those relevant for judging the quality of RCTs or observational studies. Thus, here we contrast systems on the basis of five domains—study population, adequate description of the test, appropriate reference standard, blinded comparison of test and reference, and avoidance of verification bias.

We identified 15 systems for assessing the quality of diagnostic studies. Seven are checklists (Grid 4);12,14,49,75-78,111 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\004\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt_Cochrane Methods Working Group on Systematic Review of Screening and Diagnostic Tests 1996 #421\00_\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00Z\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1DLijmer, Mol, et al. 1999 #281\00\1D\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00[\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt(Khan K.S., Ter Riet G., et al. 2000 #283\00(\00 
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 QUOTE "" 
 of these, one is a test-specific instrument.111 The remainder are guidance documents. In addition, three EPCs used systems to evaluate the quality of the diagnostic studies.59,68,79,80 In the discussion below, we comment on the checklists separately from the guidance documents and EPC scales. 

Evaluation of Systems According to Coverage of 
Empirical or Best Practices Domains

Empirical Domains. The five domains used for assessing these systems (Table 10 and Grid 4) reflect design issues specific to evaluating diagnostic tests. Three domains—study population, adequate description of the test, and avoidance of verification bias—have only a single, empirical element; the other two domains each contain two elements, one of which has an empirical base.

Of the generic checklists we reviewed (Table 20), three fully addressed all six domains.49,77,78 Two systems dealt with four of the five domains either fully or in part. QUOTE "12,14" 
12,14

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 
 One checklist, the oldest of those we reviewed, addressed only one domain fully—use of an appropriate reference standard—and partially addressed the blinded reference comparison domain.75,76 

Table 19.
Evaluation of Scales and Checklists for Observational Studies, 
by Instrument and Five Key Domains
	Instrument
	Domains

	
	Comparability of Subjects
	Exposure/ Intervention
	Outcome Measure
	Statistical Analysis
	Funding

	Reisch et al., 1989 QUOTE "45" 
45

	●
	●
	●
	●
	●

	Spitzer et al, 1990 QUOTE "47" 
47

	●
	●
	●
	●
	○

	Goodman et al., 1994 QUOTE "32" 
32

	●
	●
	●
	●
	○

	Downs and Black, 1998 QUOTE "40" 
40

	●
	●
	●
	●
	○

	Harbour and Miller, 2001 QUOTE "14" 
14

	●
	●
	●
	●
	○

	Zaza et al., 2000 QUOTE "50" 
50

	●
	●
	●
	●
	○


Table 20.
Evaluation of Scales and Checklists for Diagnostic Test Studies, by Specific Instrument and Five Domains
	Instrument
	Domains*

	
	Study Population
	Adequate Description
of Test
	Appropriate Reference Standard
	Blinded Comparison of Test and Reference
	Avoidance 
of Verification Bias

	Sheps and Schechter, 1984;75 Arroll et al., 198876
	○
	○
	●
	◐
	○

	Cochrane Methods Working Group, 199677
	●
	●
	●
	●
	●

	Lijmer et al., 199978
	●
	●
	●
	●
	●

	Khan et al., 2000 QUOTE "12" 
12

	●
	○
	●
	●
	●

	NHMRC, 2000 QUOTE "49" 
49

	●
	●
	●
	●
	●

	Harbour and Miller, 2001 QUOTE "14" 
14

	◐
	○
	●
	●
	●


*All domains have at least one element based on empirical evidence (see Table 10).


Almost all of the nine guidance documents included all these domains. One omitted the avoidance of verification bias domain;71 another omitted adequate description of the test. QUOTE "6" 
6
 Of the three EPC scales, two addressed all five domains either fully80 or in part.59,68 We gave the remaining EPC system a No for adequate description of the test under study, although the information about the test was likely to have been captured apart from the quality rating system.79
Evaluation of Systems According to Descriptive Attributes

The six checklists were all generic instruments. Two systems used accepted criteria for selecting their quality items;75-77 three used both accepted and empirical criteria;12,14,78 QUOTE "" 
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 and one was a modification of another checklist. QUOTE "49" 
49
 We gave two checklists a Partial score for development rigor primarily because they involved some type of consensus process.14,78 Only the oldest system we reviewed addressed inter-rater reliability. 75,76,111 QUOTE "" 

Evaluation of Systems According to Domains 
Considered Informative for Study Quality

We consider all five domains in Table 20 to be critical for judging the quality of diagnostic test reports. As noted there, three checklists met all these criteria.49,77,78 Two others did not address test description, but this omission is easily remedied should users wish to put these systems into practice. QUOTE "12,14" 
12,14
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 The oldest system appears to be too incomplete for wide use.75,76 QUOTE "" 

Findings for Systems to Rate the Strength 
Of a Body of Evidence
Background
Chapter 2 describes the development of the Summary Strength of Evidence Grid (Grid 5A) and Overall Strength of Evidence Grid (Grid 5B) that appear in Appendix C. Table 11 outlines our domains—quality, quantity, and consistency—for grading the strength of a body of evidence and gave their definitions. 

We reviewed 40 systems that addressed grading the strength of a body of evidence. In discussing these approaches, we focus on 34 systems identified from our searches and prior research separately from those developed by six EPCs. The non-EPC systems came from numerous international sources, with the earliest systems coming from Canada. Based on the affiliation of the lead author, they originated as follows: Canada (11), United States (10), United Kingdom (6), Australia/New Zealand (3), the Netherlands (3), and a multi-national consensus group (1). 

Evaluation According to Domains and Elements
Grid 5A distills the detailed information in Grid 5B. We use the same rating scheme as we did for the quality grids: Yes (●, the instrument fully addressed the domain); No (○, it did not address the domain at all); or Partial (◐, it addressed the domain to some extent). Our findings for each system are discussed below.

Quality. The quality domain included only one element that incorporated our definition of quality (cited in Chapter 1), which was based on methodologic rigor––that is, the extent to which bias was minimized. Although the 34 non-EPC systems we reviewed included study quality in some way––that is, quality was graded as fully or partially met––their definitions of quality varied. Many systems defined quality solely by study design, where meta-analyses of RCTs and RCTs in general received the highest quality grade;87-89,91,112-121 we gave these systems a Partial score. Systems indicating that conduct of the study was incorporated into their definition of quality received a Yes score for this domain. 11-14,22,39,70,81-86,90,122-128 QUOTE "" 
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Of the six EPC grading systems, five received a full Yes score for quality.59,60,67,68,129  QUOTE "" 
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One EPC system received an  NA (not available) for quality because published information about evidence levels for efficacy did not directly incorporate methodologic rigor.66 However, we know that this EPC measures study quality as part of its evidence review process. 

Quantity. We combined three elements—numbers of studies, sample size or power, and magnitude of effect—under the heading of “quantity.” As indicated in Chapter 2, a full Yes for this domain required that two of the three elements be covered. The quantity domain included magnitude of effect with both numbers of studies and sample size because we felt that these three elements provide assurance that the identified finding is true. 

Of the 34 non-EPC systems, 16 fully addressed quantity, 11,13,22,81-86,88,89,91,117,122,124,125,127 QUOTE "" 
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 and 15 addressed quantity in part.12,14,39,70,84,90,112-114,118,121,123,126,128 Three systems did not include magnitude of effect, number of studies, or sample size as part of their evidence grading scheme. 117,119,120 QUOTE "" 
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All the EPC systems that assessed the strength of the evidence in their first evidence reports included at least one of the three attributes we required for quantity; five fully addressed this domain, 59,65-68 QUOTE "" 
 QUOTE "" 
 QUOTE "" 
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 and one did so in part. 60
Consistency. The consistency domain had only one element, but it could be met only if the body of evidence on a given topic itself comprised more than one study. This would typically occur in the development of systematic reviews, meta-analyses, and evidence reports for which numerous studies are reviewed to arrive at a summary finding. As indicated in Chapter 2, this domain is dichotomous; a Yes indicates that the system took consistency into account and a No indicates that the system appeared not to consider consistency in its view of the strength of evidence. 

Of the 34 non-EPC systems, approximately half incorporated the consistency domain into their approach to grading strength of evidence.11,12,14,39,70,81-91 Only one EPC system included this domain. 65
Evaluation of Systems According to Three Domains 
That Address the Strength of the Evidence
Domains. As indicated in Table 21, the 34 non-EPC systems incorporated quality, quantity, and consistency to varying degrees. Seven systems fully addressed the quality, quantity, and consistency domains.11,81-86 Nine others incorporated the three domains at least in part. 12,14,39,70,87-91 QUOTE "" 
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Of the six EPC grading systems, only one incorporated quality, quantity, and consistency. 65 Four others included quality and quantity either fully or partially.59,60,67,68 QUOTE "" 
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 The one remaining EPC system included quantity; study quality is measured as part of their literature review process but this domain is apparently not directly incorporated into the grading system. QUOTE "67" 
6
6
Domains, Publication Year, and Purpose of System. Whether the grading systems dealing with overall strength of evidence dealt with all three domains appeared to differ by year of publication. The more recent systems included, either fully or partially, all three domains more frequently than did the older systems. Of the 23 evidence grading systems that had been published before 2000, seven (30 percent) included quality, quantity, and consistency to some degree; the same was true for nine (82 percent) of the 11 systems published in 2000 or later. This wide disparity among the systems can be attributed to the consistency domain, which began to appear more frequently from 2000 onward. 

As discussed above, many evidence grading systems came from the clinical practice guideline literature. Table 22 shows that, at least among the 34 non-EPC grading systems, whether the three domains were incorporated differed by year of publication and primary purpose (i.e., for guideline development per se or for evidence grading). The nonguideline systems seemingly tended to incorporate all three domains more than the guideline systems, and this trend appears to be increasing over time.

Table 21.
Extent to Which 34 Non-EPC Strength of Evidence Grading Systems Incorporated Three Domains of Quality, Quantity, and Consistency

	Number of Domains Addressed
and Extent of Coverage
	Number of
Systems

	All three domains

 Addressed fully
	 711,81-86 QUOTE "" 
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 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00T\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Guyatt, Haynes, et al. 2000 #267\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00p\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdtHNHS Research and Development Centre of Evidence-Based Medicine 2001 #327\00H\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00h\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Harris, Helfand, et al. 2001 #311\00!\00 


	 Addressed fully or partially
	 912,14,39,70,87-91 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\0C\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt"Guyatt, Sackett, et al. 1995 #2076\00"\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\01\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#van Tulder, Koes, et al. 1997 #2132\00#\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\06\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt*Hoogendoorn, van Poppel, et al. 1999 #2086\00*\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\05\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt'Ariens, van Mechelen, et al. 2000 #2026\00'\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00[\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt(Khan K.S., Ter Riet G., et al. 2000 #283\00(\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ì\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Sackett, Straus, et al. 2000 #419\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00ð\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1BHarbour & Miller 2001 #4056\00\1B\00 


	
	

	Two of three domains

 Addressed fully 
	 513,22,122,124,125 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\0F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt$Djulbegovic & Hadley  1998 Nov #2058\00$\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00g\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt?National  Health and Medical Research Council (NHMRC) 2000 #307\00?\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 


	 Addressed fully or partially
	10112-116,118,121,123,126-128 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00"\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1DCook, Guyatt, et al. 1992 #47\00\1D\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00U\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt"Ogilvie, Burgess, et al. 1993 #273\00"\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00{\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Gross, Barrett, et al. 1994 #357\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\0B\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Evans, Newman, et al. 1997 #2060\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\0A\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt$Bartlett, Breiman, et al. 1998 #2028\00$\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1D\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#Edwards, Russell, et al. 1998 #1032\00#\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\07\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Chesson, Wise, et al. 1999 #2054\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00:\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Shekelle, Woolf, et al. 1999 #231\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\0D\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\14Wilkinson 1999 #2140\00\14\00 


	
	

	One domain addressed fully or partially


	 3117,119,120 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\03\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt¢An evidence-based guideline for the management of heavy menstrual bleeding. Working Party for Guidelines for the Management of Heavy Menstrual Bleeding 1999 #2004\00¢\00 



Table 22.
Number of Non-EPC Systems to Grade Strength of Evidence, by Number of Domains Addressed, Primary Purpose for System Development, and Year of Publication

	Number of Domains Addressed*
	Guideline System
	Non-Guideline System

	
	Before 2000
	After 2000
	Before 2000
	After 2000

	3 domains addressed either partially or fully
	3 81,88,89
	514,82,83,86,91
	411,39,87,90 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00W\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Clarke M. & Oxman A. D. 1999 #395\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\06\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt*Hoogendoorn, van Poppel, et al. 1999 #2086\00*\00 

	412,70,84,85 

	<3 domains addressed either partially or fully
	13112-116,118-123,125,126,128 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00"\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1DCook, Guyatt, et al. 1992 #47\00\1D\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00-\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt-U.S. Preventive Services Task Force 1996 #253\00-\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00U\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt"Ogilvie, Burgess, et al. 1993 #273\00"\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00{\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Gross, Barrett, et al. 1994 #357\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\0B\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Evans, Newman, et al. 1997 #2060\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\0A\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt$Bartlett, Breiman, et al. 1998 #2028\00$\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\0F\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt$Djulbegovic & Hadley  1998 Nov #2058\00$\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\09\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Bril, Allenby, et al. 1999 #2046\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\07\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt Chesson, Wise, et al. 1999 #2054\00 \00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\03\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt¢An evidence-based guideline for the management of heavy menstrual bleeding. Working Party for Guidelines for the Management of Heavy Menstrual Bleeding 1999 #2004\00¢\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00:\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt!Shekelle, Woolf, et al. 1999 #231\00!\00 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\0D\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\14Wilkinson 1999 #2140\00\14\00 

	2  QUOTE "13,22" 
13,22

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00o\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt&New Zealand Guidelines Group 2000 #325\00&\00 

	3117,121,126 QUOTE "" 

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00\1D\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt#Edwards, Russell, et al. 1998 #1032\00#\00 

	0 


*For systems to grade strength of evidence, domains are quality, quantity, and consistency.

Evaluation of Systems According to Domains Considered Informative for Assessing the Strength of a Body of Evidence
Of the seven systems that fully addressed quality, quantity, and consistency,11,81-86 four were used for developing guidelines or practice recommendations,81-83,86 and the remaining three were used for promoting evidence-based health care.11,84,85 

These seven systems are very different (Table 23). Three appear to provide hierarchical grading of bodies of evidence,82,83,85 and a fourth provides this hierarchy as part of its recommendations language.86 Whether a hierarchy is desired will depend on the purpose for which the evidence grading is being done. However, as a society, we are used to numerical grading systems for comparing educational attainment, restaurant cleanliness, or other qualities, and a hierarchical system to grade the strength of bodies of evidence would be well understood and received. 

Table 23.
Characteristics of Seven Systems to Grade Strength of Evidence

	Source
	Domain

	
	Quality
	Quantity
	Consistency
	Strength of Evidence
Grading System
	Comments

	Gyorkos et al., 199481
	Validity of studies
	Strength of association and precision of estimate
	Variability in findings from independent studies
	Overall assessment of level of evidence based on four elements:

Validity of individual studies

Strength of association between intervention and outcomes of interest

Precision of the estimate of strength of association

Variability in findings from independent studies of the same or similar interventions

For each element a qualitative assessment of whether there is strong, moderate, or weak support for a causal association. 
	

	Clarke and Oxman, 1999 QUOTE "11" 
11

	Based on hierarchy of research design, validity, and risk of bias
	Magnitude of effect
	Consistency of effect across studies
	Questions to consider regarding the strength of inference about the effectiveness of an intervention in the context of a systematic review of clinical trials:

How good is the quality of the included trials?

How large and significant are the observed effects?

How consistent are the effects across trials?

Is there a clear dose-response relationship?

Is there indirect evidence that supports the inference?

Have other plausible competing explanations of the observed effects (e.g., bias or cointervention) been ruled out?
	Other domains:

1. Dose-response relationship

2. Supporting indirect evidence

3. No other plausible explanation




Table 23.
Characteristics of Seven Systems to Grade Strength of Evidence (continued)

	Source
	Domain

	
	Quality
	Quantity
	Consistency
	Strength of Evidence
Grading System
	Comments

	Briss et al., 200082
	Threats to Validity:

· Study description

· Sampling

· Measurement

· Data analysis

· Interpretation of results

· Other

Quality of Execution:

· Good (0-1 threats)

· Fair (2-4 threats)

· Limited (5+ threats)

Design suitability:
Greatestconcurrent comparison groups and prospective measure-ment

Moderateall retrospective designs or multiple pre or post measurements; no concurrent comparison group

Leastsingle pre and post measurements; no concurrent comparison group or exposure and outcome measured in a single group at the same point in time.
	Effect size

-Sufficient

-Large

-Small

Larger effect sizes (absolute or relative risk) are considered to represent stronger evidence of effective-ness than smaller effect sizes with judgments made on an individual basis


	Consistency as yes or no.


	Evidence of effectiveness is based on execution, design suitability, number of studies, consistency, and effect size

Strong:


Good and greatest, at least 2 studies consistent, sufficient

Good/fair and great/moderate, at least 5 studies, consistent, sufficient

Good/fair and any design, at least 5 studies, consistent, sufficient

Sufficient

Good and greatest, one study, consistency unknown, sufficient

Good/fair and great/moderate, at least 3 studies, consistent, sufficient

Good/fair and any design, at least 5 studies consistent, sufficient

Expert opinion: sufficient effect size

Insufficient: insufficient design, too few studies, inconsistent, small effect size
	


Table 23.
Characteristics of Seven Systems to Grade Strength of Evidence (continued)

	Source
	Domain

	
	Quality
	Quantity
	Consistency
	Strength of Evidence
Grading System
	Comments

	Greer et al., 200083
	Strong design not defined but includes issues of bias and research flaws


	System incorporates number of studies and adequacy of sample size
	Incorporates consistency
	Grade

I: 
Evidence from studies of strong design; results are both clinically important and consistent with minor exceptions at most; results are free from serious doubts about generalizability, bias, and flaws in research design. Studies with negative results have sufficiently large samples to have adequate statistical power.

II:
Evidence from studies of strong design but there is some uncertainty due to inconsistencies or concern about generalizability, bias, research design flaws, or adequate sample size. Or, evidence consistent from studies of weaker designs.

III:
The evidence is from a limited number of studies of weaker design. Studies with strong design either haven’t been done or are inconclusive.

IV:
Support solely from informed medical commentators based on clinical experience without substantiation from the published literature.
	Does not require a systematic review of the literature—only six “important” research papers.


Table 23.
Characteristics of Seven Systems to Grade Strength of Evidence (continued)

	Source
	Domain

	
	Quality
	Quantity
	Consistency
	Strength of Evidence
Grading System
	Comments

	Guyatt et al., 200084
	Based on hierarchy of research design, with some attention to size and consistency of effect
	Multiplicity of studies, with some attention to magnitude of treatment effects
	Consistency of effect considered
	Hierarchy of vidence for application to patient care:

N of 1 randomized trial

Systematic reviews of randomized trials

Single randomized trials

Systematic review of observational studies addressing patient-important outcomes

Single observational studies addressing patient-important outcomes

Physiologic studies

Unsystematic clinical observations

Authors also discuss a hierarchy of preprocessed evidence that can be used to guide the care of patients:

Primary studies—by selecting studies that are both highly relevant and with study designs that minimize bias, permitting a high strength of inference

Summaries—systematic reviews

Synopses—of individual studies or systematic reviews

Systems—practice guidelines, clinical pathways, or evidence-based textbook summaries
	Evidence defined broadly as any empirical observation about the apparent relationship between events.

“The hierarchy is not absolute. If treatment effects are sufficiently large and consistent, for instance, observational studies may provide more compelling evidence than most RCTs.”


Table 23.
Characteristics of Seven Systems to Grade Strength of Evidence (continued)

	Source
	Domain

	
	Quality
	Quantity
	Consistency
	Strength of Evidence
Grading System
	Comments

	NHS Centre for Evidence Based Medicine, (http://cebm.jr2.ox.ac.uk) (Accessed12-2001) 85
	Based on hierarchy of research design with some attention to risk of bias
	Multiplicity of studies, and precision of estimate
	Homogeneity of studies considered
	Criteria to rate levels of evidence vary by one of four areas under consideration (Therapy/ Prevention or Etiology/Harm; Prognosis Diagnosis and Economic nalysis). For example, for the first area (Therapy/ Prevention or Etiology/Harm) the levels of evidence are as follows:

1a: SR with homogeneity of RCTs

1b: Individual RCT with narrow 

1c: All or none (this criteri met when all patients died  the treatment becm available and now some survive or some died previously and now none die)

2a: with homogeneity of cohort studies

2b: Individual cohort study (including low quality RCT; e.g. <80% follow-up) 

2c: “Outcomes” research

3a: SR with homogeneity of case-control studies

3b: Individual case-control study

4: Case-series and poor quality cohort and case-control studies

5: Expert opinion without explicit critical appraisal or based on physiology, bench research or “first principles.” 
	


Table 23.
Characteristics of Seven Systems to Grade Strength of Evidence (continued)

	Source
	Domain

	
	Quality
	Quantity
	Consistency
	Strength of Evidence
Grading System
	Comments

	Harris et al., 200186
(for the U.S. Preventive Services Task Force)
	Based on hierarchy of research design and methodologic quality (good, fair, poor) within research design


	Number of studies, see Consistency
	Consistency

Consistency is not required by the Task Force but if present, contributes to both coherence and quality of the body of evidence
	Levels of evidence:

I
Evidence from at least one properly randomized controlled trial 

II-1
Well-designed controlled trial without randomization 

II-2
Well-designed cohort or case-control analytic studies, preferably from more than one center or group 

II-3
Multiple time series with or without the intervention (also includes dramatic results in uncontrolled experiments): 

III
Opinions of respected authorities, based on clinical experience, descriptive studies, and case reports, or reports of expert committees

· Aggregate internal validity is the degree to which the study(ies) provides valid evidence for the population and setting in which it was conducted.

· Aggregate external validity is the extent to which the evidence is relevant and generalizable to the population and conditions of typical primary care practice.

· Coherence/consistency


	Other domains:

Coherence

Coherence implies that the evidence fits the underlying biologic model. 


Chapter 4. Discussion
This chapter examines several discrete topics pertinent to the field of evidence-based practice and to efforts to develop rigorous reviews of the clinical and scientific knowledge on important health care issues. We first reflect on our data collection efforts for identifying the relevant literature because the challenges we encountered are instructive for others embarking on the development of systematic reviews and technology assessments. A second topic concerns how our results flow directly from how we conceptualized this project, giving due attention to the (perhaps conflicting) needs of policymakers, researchers, clinicians, and experts in evidence-based practice and to the implications of decisions about the empirical and epidemiologic analytic framework we used to structure our evaluations. Third, in earlier chapters we discussed our findings related to study quality independently of those for grading the strength of a body of evidence, and this strategy posed some issues that may influence our findings and conclusions. Finally, we offer our advice concerning directions for future research, noting that the challenges, gaps, and deficiencies in current rating or grading systems demand attention if the evidence-based practice field is to move forward with confidence and scientific rigor.

Data Collection Challenges
As noted in previous chapters, we identified 1,602 articles, reports, and other materials from our literature searches, web searches, referrals from our technical expert advisory group, and suggestions from independent peer reviewers of an earlier version of this report, and from a previous project conducted by the Research Triangle Institute-University of North Carolina Evidence-based Practice Center (EPC) on behalf of the Agency for Healthcare Research and Quality (AHRQ). In the end, our formal literature searches were the least productive source of systems for this report. Of the more than 120 systems we eventually reviewed that dealt with either quality of individual articles or strength of bodies of evidence, the searches per se generated a total of 30 systems that we could review, describe, and evaluate. Many articles from the search(es) related to study quality were essentially reports of primary studies or reviews that discussed “the quality of the data”; few addressed evaluating study quality itself. 

We caution that those involved in evidence-based practice and research may not find it productive simply to search for quality rating schemes through standard (systematic) literature searches. This is one reason that we are comfortable with identifying (as in Chapter 3) a set of instruments or systems that meet reasonably rigorous standards for use in rating study quality. Little is to be gained by directing teams seeking to produce systematic reviews or technology assessments (or clinical practice guidelines) to initiate wholly new literatures searches in this area. 

At the moment, we cannot provide concrete suggestions for how to search the literature on this topic most efficiently. Some advances must simply await expanded options for coding the peer-reviewed literature. Meanwhile, investigators wishing to build on our efforts might well consider tactics involving citation analysis and extensive contact with researchers and guideline developers to identify the systems they are presently using to assess the quality of studies in systematic reviews. In this regard, the efforts of at least some AHRQ-supported EPCs will be instructive. 

Our literature search was most problematic for systems oriented toward grading the strength of a body of evidence. We found that the Medical Subject Headings (MeSH) terms were not very sensitive for identifying evidence grading systems. We attribute this phenomenon to the lag in development of MeSH terms specific for the evidence-based practice field. 

To overcome this problem, we resorted to a text word search using “evidence,” “strength,” “rigor,” “grading,” and “ranking.” This approach yielded nearly 700 articles, many of which reported the results of primary randomized controlled trials (RCTs). Our search yielded these articles because of a very common phrase: “no evidence that this treatment…” In other words, the trigger of the term “evidence” did not yield material concerned with grading the strength of a body of literature. 

As a result, the systems we discussed in Chapter 3 (i.e., specifically those related to the entries in Grid 5 [Appendix C]) were identified primarily by reviewing the evidence grading schemes used by the authors of clinical guidelines and practice recommendations. Reliance on literature searches for finding instruments to assess bodies of evidence will likely prove disappointing, and we suggest that users, researchers, or policymakers wishing to explore this area today will need to rely on published materials cited in this report and contact with experts in the field for work in progress.

Conceptualization of the Project 
Quality of Individual Articles 
Types of Studies

We decided early on that comparing and contrasting study quality systems without differentiating among study types was likely to be less revealing or productive than assessing quality for systematic reviews, RCTs, observational studies, and studies of diagnostic tests individually. In the worst case, in fact, combining all such systems into a single evaluation framework risked nontrivial confusion and misleading conclusions, and we were not willing to take the chance that users of this report would conclude that “a single system” would suit all purposes. That is clearly not the case. 

The scope of the project also dictated that we limit ourselves to the study designs most commonly encountered in clinical research. Other types of study designs do exist for which one might wish to evaluate study quality; among them are, for example, cost-effectiveness analysis and clinical prediction rules. However, the four designs we chose cover the vast majority of clinically relevant research and currently have a larger publication base from which to evaluate quality. 

Domains and Elements Specific to Study Types

For these reasons, we developed separate assessments (as reflected in the grids in Appendix B and the tables in Chapter 3) to reflect this decision. Of necessity, each grid has its own set of domains for comparison. Grid 1 has 11 domains for evaluating the quality of systematic reviews, Grid 2 has 11 domains for RCTs, Grid 3 has nine domains for observational studies, and Grid 4 has five domains for studies evaluating diagnostic tests. 

The domains for each type of study comprised one or more elements. Some were based directly on empirical results. As the literature highlighted in Appendix D shows, several empirical studies confirmed that bias can arise when certain design elements are not met. Thus, we considered these factors as critical elements for our study quality domains. Other domains or elements were based on best practices in the design and conduct of research studies. They are widely accepted methodologic standards, and investigators (especially for RCTs and observational studies) would probably be regarded as remiss if they did not observe them. 

The important implication of these points is that, because we chose the critical domains on which to judge systems, our results and recommendations are directly and inextricably linked to our definition of these domains (i.e., our conceptualization of the project). We believe that selecting such domains on the basis, mostly, of empirical work and, secondarily, on the grounds of long-standing best practices in epidemiology and clinical research is sound. Nonetheless, we note that other evaluators might opt to focus on different domains and, thus, come to different evaluations and conclusions. 

For this reason, we emphasize that the “full” information on our assessments of all types of systems for the different study designs can be found in the grids in Appendix B, and we draw attention to both parts of those grids. (The first part provides our assessment of the degree to which the system dealt with all domains; the second part gives important descriptive information.) The tables in Chapter 3 then distill this information to highlight, for scales and checklists, the extent to which they cover all domains and then, the extent to which they cover domains we identified as crucial. We then focus on those systems that do an acceptable job of covering this latter set of domains. 

In selecting among alternative systems, potential users of such systems may elect to return to the full grids to find information that they regard as critical to their decisionmaking. We also emphasize that the scope of our work did not permit our own application or testing of these instruments. Thus, at the moment, we must advise that potential users of any approaches identified in this report ought to give direct consideration to feasibility and ease of use and likely applicability to their own particular projects or topics. 

Types of Systems

Although the project is focused on issues related to study quality, we also contrasted the systems in Grids 1-4 on descriptive factors such as whether the system was a scale, checklist, or guidance document, how rigorously it was developed, whether instructions were provided for its use, and similar factors. This approach enabled us to home in on scales and checklists as the more likely methods for rating articles that might be adopted more or less as is.

In some cases, guidance documents contained similar content but had not been devised for evaluative applications. We noted that a few of the guidance documents could, with relatively minimal effort, be reconstructed into a scale or checklist. In so doing, however, we would recommend that developers carry out some reliability and validity testing, as the lack of such testing for the scales and checklists we reviewed is a major gap in this field that ought not be perpetuated.

Strength of a Body of Evidence
Similarly, our grid concerning systems for grading the strength of bodies of evidence (Appendix C) is tied directly to our conceptual framework. As discussed in Chapter 2, we focused on three domains––quality, quantity, and consistency––because they combine important aspects of the collective design, conduct, and analysis of studies that address a given topic. Quality here links back to the summation of the quality of individual articles. Quantity involves the magnitude of the estimated (observed) effect, the potential statistical power of the body of knowledge as reflected in the aggregate sizes of studies (i.e., their sample sizes), and the sheer number of studies bearing on the clinical or technology question under consideration. The accepted wisdom is that, all other things equal, a larger effect is better because a good deal of bias would have to be present to invalidate the likelihood of an association. Finally, consistency reflects the extent to which the results of included studies tell the same story and comport with known facts about the natural history of disease. These are well-established variables for characterizing how confidently we can conclude that a body of knowledge provides information on which clinicians or policymakers can act.

We did not include generalizability as a separate domain because we believed that our definition of consistency needed to focus only on concepts appropriate to grading the strength of a body of evidence. (In the evidence-based practice community, this idea is sometimes rendered as grading the strength of separate linkages in a comprehensive analytic framework or causal pathway.) In our view, generalizability (as it has typically been used in the clinical practice guideline arena) addresses whether the findings, aggregated across multiple studies, are relevant to particular populations, settings of care, types of clinicians, or other factors. 

As we approached the tasks in this project, with the legislative mandate and AHRQ’s history in mind, we concluded that our study ought to stop short of advising on the development or implementation of practice guidelines per se. Had we incorporated generalizability into our evaluative framework (as some peer reviewers suggested), our results and recommendations concerning systems for grading the strength of a body of evidence might have been very different.

Furthermore, including generalizability as a domain would have increased the complexity of our evaluations and added to the burden of applying them. Moreover, generalizability can be addressed only in the context of the clinical or technology question at hand––that is, to whom (e.g., patients, clinical specialties) or what settings is one interested in generalizing? In that sense, generalizability might be said to lie downstream of issues relating to study quality or strength of evidence, as we depicted in Figure 2. Finding generic grading systems that could deal clearly with different answers to that downstream question struck us as improbable, meaning that we might in the end have had fewer grading systems to suggest than we in fact identified in our results chapter.

Study Quality
Growth in Numbers of Systems
We identified at least three times as many scales and checklists for rating the quality of RCTs (n = 32) as we did for observational studies (n = 12), systematic reviews (n = 11), or diagnostic test studies (n = 6). We expect that ongoing methodological work addressing the quality of observational and diagnostic studies will over time affect both the number and the sophistication of these systems. Thus, our findings and conclusions with respect at least to observational and diagnostic studies may need to be readdressed once results from more methodological studies in these areas are available.

Development of Systems Appropriate for Observational Studies
As indicated in Appendix D, some empirical research is related to the design, conduct, and analysis of systematic reviews, RCTs, and studies evaluating diagnostic tests; much less information is presently available about the factors influencing the quality of observational studies. Many systems that we evaluated for observational studies (Grid 3) were ones that we also evaluated for RCTs (Grid 2). Reviewing the systems that apply to both types of study designs led us to conclude that the likely original intent of several of these systems was to evaluate the quality of RCTs and that the developers added questions to address observational studies as well. 

Thus, abstracting information from and assessing these “one size fits all” systems against the two sets of relevant domains proved difficult (especially for the observational study grid). We see this as additional support for the view that a “single system” across all study types will not likely be achieved and, in fact, might be counterproductive. 

The absence of systems specific to observational studies may be explained in part by the complexities involved in observational study design (a fact that can be appreciated from the flow diagram offered in Figure 1). RCTs improve the comparability between study and control groups using randomization to allocate treatments (preferably double-blinded randomization), and trialists attempt to maintain comparability of these groups by avoiding differential attrition or assessment. 

By contrast, an observational study by its very nature “observes” what happens to individuals. Thus, to prevent selection bias, the comparison groups in an observation study are supposed to be as similar as possible except for the factors under study. For investigators to derive a valid result from their observational studies, they must achieve this comparability between study groups (and, for some types of prospective studies, maintain it by minimizing differential attrition). Because of the difficulty in ensuring adequate comparability between study groups in an observational study––both when the project is being designed or upon review after the work has been published––we wonder whether nonmethodologically trained researchers can identify when potential selection bias or other biases more common with observational studies have occurred. 

Longer or Shorter Instruments
When comparing across all the quality rating scales and checklists that we evaluated, we noted that the older ones tended to be most inclusive for the quality domains we chose to assess. QUOTE "25,45" 
24,45

 QUOTE ""  ADDIN PROCITE ÿ\11\05‘\19\02\00\00\00\00\01\00\00P\00\00\000H:\5C007\5C9-10-01 JAMA Article\5CCombined 9-07-01.pdt\1FReisch, Tyson, et al. 1989 #207\00\1F\00 
 However, these systems also tended to be very long and potentially cumbersome to complete. As factors critical to good study design have been identified––that is, the empirical criteria we invoked in our assessments––we saw that the more recent systems are shorter and focus mainly on these empirical criteria for rating study quality.

Shorter instruments have the obvious advantage of brevity, and some data suggest that they will provide sufficient information on study quality. Jadad and colleagues reported that simply asking about three domains (randomization, blinding, and withdrawals [a form of attrition]) serves to differentiate between higher- and lower-quality RCTs that evaluate drug efficacy. QUOTE "34" 
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 However, the Jadad scale is not applicable to study designs other than RCTs of therapies, and it is not very useful for health services interventions where randomization or double blinding cannot occur. The Jadad team also omitted elements such as allocation concealment and use of intention-to-treat statistical analysis. We judged that these two elements have an empirical basis, but we acknowledge that the information supporting them has emerged since the publication of their scale.
The movement from longer, more inclusive instruments to shorter ones is a pattern observed throughout the health services research world for at least 25 years, particularly in areas relating to the assessment of health status and health-related quality of life. Thus, this model is not surprising in the field of evidence-based practice and measurement. However, the lesson to be drawn from efforts to derive shorter, but equivalently reliable and valid, instruments from longer ones (with proven reliability and validity) is that substantial empirical work is needed to ensure that the shorter forms operate as intended. More generally, we are not convinced that shorter instruments per se will always be better, unless demonstrated in future empirical studies.

Reporting Guidelines 
Several authors of the QUOROM and CONSORT statements served on our technical expert panel. QUOTE "21,57" 
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 They strongly emphasized that such reporting guidelines are not to be used for assessing the quality of either RCTs or systematic reviews, respectively. We believe this is an appropriate caution, and so we considered these consensus works only as guidance documents in our review.

We applaud these consensus guidelines for reporting RCTs and systematic reviews. If these guidelines are used (and they are currently required by certain journals) they will lead to better reporting and two downstream benefits. First, this may diminish the unavoidable tension (when assessing study quality) between the actual study design, conduct, and analysis and the reporting of these study characteristics. Second, if researchers follow these guidelines when designing their studies, they are likely to have better designed studies that will then be more transparent when published.

Strength of a Body of Evidence
Interaction Among Domains
Our comparison of systems for assessing the strength of a body of evidence uses three domains (Grid 5). We did not try to unravel the interrelationships among quality, quantity, and consistency for this project. As the body of literature grows, additional studies (i.e., quantity) increase the likelihood of a large range of quality scores and heterogeneity with respect to population settings, outcomes measured, and results. When these factors are similar across studies, consistency (and thus, strength of evidence) is enhanced. When they are not, this heterogeneity will reduce consistency and presumably detract from the overall strength of the evidence. Alternatively, heterogeneity may provide clues that indicate important treatment differences across subpopulations under study.130
Conflict Among Domains When Bodies of Evidence
Contain Different Types of Studies
Adding to the complexities of evaluating interactive domains for one type of study design is the challenge of evaluating a body of knowledge comprising observational and RCT data. As our peer reviewers pointed out, a contemporary case in point is the association between hormone replacement therapy (HRT) and cardiovascular risk. 

Several observational studies, but only one large trial and two small RCTs, have examined the association between HRT and secondary prevention of cardiovascular disease for older women with preexisting heart disease.131-133 In terms of quality, much of the observational work is considered good and the RCTs are considered very good. In terms of quantity, both the numbers of reports and individuals evaluated in these reports are high for observational studies and modest for RCTs. Results are fairly consistent across the observational studies and across the RCTs, but between the two types of studies the results conflict. Observational studies show a treatment benefit. All three RCTs showed no evidence that hormone therapy was beneficial for women with established cardiovascular disease, and one RCT133 found an increased risk of coronary events during the first year of HRT use.

Most experts would agree that RCTs minimize an important potential bias in the observational studies, namely selection bias. However, experts also prefer more studies with larger aggregate samples and/or with samples that address more diverse patient populations and practice settings––often the hallmark of observational studies. The inherent tension between these factors is clear. The lesson we draw is that a system for grading strength of evidence, in and of itself and no matter how good it is, may not completely resolve the tension. Users, practitioners, and policymakers may need to consider these issues in light of the broader clinical or policy questions they are trying to solve.

Systems Related or Not Related to Development 
Of Clinical Practice Guidelines
Of the 34 non-EPC systems we evaluated for their performance in rating overall bodies of evidence, 23 addressed issues related to grading the strength of an evidence base for the development of clinical practice guidelines or treatment recommendations. The remaining 11 had not been derived directly from guideline development efforts per se. Interestingly, the first authors of all 11 of the non-guideline-derived systems are from outside the United States.11,12,39,70,84,85,87,90,117,124,126 

Based on the results of this project, it appears that the only U.S. investigators who currently grade the strength of the evidence, apart from those developing clinical practice guidelines or practice-related recommendations, are those affiliated with AHRQ’s EPCs. We believe a useful follow-on to the present study might be to evaluate more directly all the strength-of-evidence approaches now being used in guideline development as well as non-guideline development activities. Such an effort might well entail review of considerable collections of gray literature––for example, from the professional society’s technical bulletins––rather than purely peer-reviewed publications. 

Emerging Uses of Grading Systems
Two of the 11 non-guideline-derived systems graded the strength of the evidence for a systematic review of risk factors for back and neck pain.70,90 Narrative and quantitative systematic reviews are typically done for therapies, preventive services, or diagnostic technologies––that is, to amass data that will inform clinical practice or reimbursement and coverage (policy) decisions. Traditional reviews are common for disease risk factors or health-related behaviors; evidence-based systematic reviews would be a likely next step as we move towards a greater reliance on evidence-based products for clinical or policy decisionmaking. Nonetheless, we are intrigued with this novel use of evidence grading for a systematic review on risk factors; it may foretell broader applications for systems of assessing study quality and evidence strength than has been seen to this point. Whether domains covered by extant rating and grading systems would need to be modified to take account of the types of research done to clarify risk factors is a matter of speculation and future research. 

An example from the gray literature indicates that grading the strength of the evidence apart from the development of guidelines had been occurring even before the two risk evaluation studies70,90 were published in the late 1990s. In 1994, the Institute of Medicine convened an expert panel to review the literature on the health effects of Agent Orange.134 This team developed their own categorization system for grading the strength of this body of literature that also incorporated quality, quantity, and consistency. 

As Guyatt and colleagues point out in their users’ guides, summarizing the literature on treatment effects can (1) assist clinicians in treating their patients,53,135 (2) help develop prevention strategies,136 (3) resolve issues arising from conflicting studies of disease risk factors,90 and (4) determine whether new treatments are worth their cost. Countries that have a national health service must identify ways to curb and prioritize health care spending, and many are turning to evidence-based practice to help them do so.

In the United States, we are beginning to see a rising emphasis on evidence-based practice and evidence-based policymaking. Like our foreign counterparts whose countries have national health plans, we may begin to see policymakers in public programs such as Medicare and Medicaid placing a greater reliance on systematic reviews––and specifically systematic reviews that provide grades for the strength of evidence––documenting the benefits (and harms) of preventive, diagnostic, and therapeutic interventions relevant to those beneficiary populations. The same may prove to be true for administrative leaders of integrated health systems and managed care organizations. Certainly, study quality and evidence grading will be important issues when comparisons need to be made of diagnostic or therapeutic options for a given disorder using cost-effectiveness methodologies.

Limitations of the Research
Several limitations of the current research should be understood. The most important caveat is that the project team defined the quality and strength of the evidence domains for evaluation based on our review of the literature. We did so as objectively as possible and relied on well-respected work and the advice of our technical expert advisors. For our review of quality ratings, we included whatever quality domains the systems as a whole addressed, using as much detail as possible. However, our findings for all the grids are derived directly from our definitions and the way we structured this project. 

Although our literature search was thorough and rigorous, it cannot be described as wholly systematic. Our two searches, one for identifying articles addressing study quality and the second for grading the strength of a body of evidence, dated from 1995 through June 2000. We searched only MEDLINE and restricted the articles to English language. 

We did expand our search by viewing web sites known to contain publications prepared by groups from the United Kingdom, Canada, Australia, and New Zealand that focus on evidence-based medicine or guideline development. Moreover, our peer reviewers made suggestions for literature (e.g., on empirical bases for certain domains or for background and contextual materials) that had not surfaced as part of our formal literature searches. In addition, we did review several older articles that had been published as early as 1979. The more recent articles we identified as part of our literature search had cited the earlier publications as seminal pieces of work, and we would have been remiss in not including them in this project. All these additions, however, do make the formal data collection somewhat less “systematic” (but more comprehensive) than it might otherwise have been.

Finally, the time and resource constraints for this project led us to focus on generic study quality scales, checklists, and component systems. Although we included systems developed for narrow, specific clinical topics (e.g., pain; childhood leukemia; smoking-related diseases; drugs to treat alcohol dependence) that we encountered during the data collection phase, we did not actively seek them in our search. We see this gap as one that might profitably be filled by a second project to evaluate “specific” systems against the same types of criteria as applied here to “generic” instruments. Doing so would provide a more complete picture for potential users, investigators, or policymakers of the state of the science (and art) of rating the quality of articles and the strength of evidence today, and it will make clearer the contributions of those EPCs that have developed or adapted topic-specific approaches.

Selecting Systems for Use Today:
A “Best Practices” Orientation
Rating Article Quality
In reviewing Grids 1-4 (Appendix B), we can see that many systems cover many of the domains that we considered generally informative for assessing study quality. However, we did not believe this range of information provided sufficient practical guidance for users who want to know, today, where to start. Thus, we condensed the information to identify systems that fully or at least partially addressed what we regarded as key domains, and these systems––largely scales and checklists––are the ones that appear in the tables of Chapter 3.

More specifically, we identified five systems for evaluating the quality of systematic reviews, eight for RCTs, six for observational studies, and three for studies of diagnostic tests (see Tables 14, 17, 19, and 21, respectively). Summing across these sets, we arrived at a total of 19 unduplicated systems that fully address our critical quality domains (with the exception of funding or sponsorship for several systems).6-8,12,14,18,24,26,32,36,38,40,45,47,49,50,77,78 QUOTE "" 
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Three systems were used for both RCTs and observational studies. QUOTE "14,40,45" 
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Based on this iterative analysis, we feel comfortable recommending that those who plan to incorporate study quality into a systematic review or evidence report can use one or more of these 19 systems as a starting point, being sure to take into account the types of study designs occurring in the articles under review and the key methodological issues specific to the topic under study. We caution that systems ostensibly intended to be used to rate the quality of both RCTs and observational studies––what we refer to as “one size fits all” quality assessments––may prove to be difficult to use and, in the end, may measure study quality less precisely than desired. 

We encourage those who will be incorporating study quality into a systematic review to examine many different quality instruments to determine which items will best suit their needs. We acknowledge that the resulting instrument will not be developed according to rigorous standards, but it will encompass domains that are important for the topic under evaluation. Other considerations for the selection and development of study quality systems include the topic to be reviewed, the available time for completing the review (some systems seem rather complex to complete), and whether the preference is for a scale or a checklist.

Rating Strength of Evidence
Systems for grading the strength of a body of evidence are much less uniform than those for rating study quality. This variability complicates the job of selecting one or more systems that might be put into use today. In addition, approaches for characterizing the strength of evidence seem to be getting longer or more complex with time. This trend stands in some contrast to that for systems related to assessing study quality, where the trend is for a reduction in the number of critical domains over time. This pattern may also reflect the fact that this effort is earlier on the development and diffusion curve. 

Two other properties of these systems stand out. As discussed in Chapter 3, consistency has only recently become an integral part of the systems we reviewed in this area. We see this as a useful advance. Also continuing is the habit of using an older study design hierarchy to define study quality as an element of grading overall strength of evidence. As recently noted in methodologic work done for the U.S. Preventive Services Task Force, however, reliance on such a hierarchy without consideration of the domains we have discussed throughout this report is increasingly seen as unacceptable. We would expect, therefore, that systems for grading strength of bodies of evidence will increasingly call for quality rating approaches like those identified above. 

Table 23 in Chapter 3 provides the seven systems that fully addressed all three domains for grading the strength of a body of evidence. The earliest system was published in 1994;81 the remaining systems were published in 1999 QUOTE "11" 
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 indicating that this is a rapidly evolving field. 

As with the study quality systems, selecting among the evidence grading systems will depend on the reason for measuring evidence strength, the type of studies that are being summarized, and the structure of the review panel. Some systems appear to be rather cumbersome to use and may require sufficient staff, time, and financial resources. Again, for users, researchers, and policymakers uncertain about which among these seven might best suit their needs, we suggest also applying descriptive information from Grid 5B in the decisionmaking.

EPC SYSTEMS

Although several EPCs used methods that met our criteria at least in part, these tended to be topic-specific applications (or modifications) of generic parent instruments. The same is generally true of efforts to grade the overall strength of evidence. For users interested in systems deliberately focused on a specific clinical condition or technology, we refer readers to the citations given earlier in this report.

Recommendations for Future Research
More than 30 empirical studies address design elements for systematic reviews, RCTs, observational studies, and studies to assess diagnostic tests (Appendix D). As can be inferred from our discussion throughout this report, insufficient information is available for identifying design elements proven to be critical for trials and other investigations (although this is less true for RCTs). Thus, as a general proposition, the information base for understanding how best to rate the quality of such studies remains incomplete. Until this research gap is bridged, those wishing to produce authoritative systematic reviews or technology assessments will be somewhat hindered in this aspect of their work.

In addition, most of the empirical work on study design issues at present pertains to systematic reviews and RCTs. Thus, more empirical research should be targeted to identify and resolve issues relevant to the quality of observational studies. Some information may arise shortly from the Cochrane Non-Randomised Studies Methods Group, which is drafting guidelines for using nonrandomized studies in Cochrane reviews. Our technical advisors also noted the work of the STARD (STAndards for Reporting Diagnostic accuracy) group, which will be providing a guideline for reporting of diagnostic test studies in the very near future.

The importance of inter-rater reliability for producing defensible systematic reviews and technology assessments should not be underestimated, especially in circumstances in which several reviewers (who may or may not be methodologically trained, as contrasted with clinically trained) are contributing simultaneously to the review. Thus, another avenue for future research is to evaluate inter-rater reliability among the same and different quality systems as they may be applied for an evidence report or technology assessment of a given topic. This would be similar to the work done by Juni and colleagues, where they evaluated study quality using 25 different scales among publications addressing low molecular weight heparin and standard heparin post-surgery for prevention of deep vein thrombosis. QUOTE "2" 
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Moreover, as implied above, rating study quality according to one of the “acceptable” systems that we have identified may be demonstrably easier and more reliable than grading strength of evidence according to systems examined for this project. For that reason, we emphasize the need for comparative work that uses several grading systems to evaluate the strength of the evidence on one topic as well as some reliability testing to determine whether several different reviews arrive at the same evidence grades.

We are encouraged that the U.S. Congress mandated this study from AHRQ in the first place. Nonetheless, our discussion in this chapter and earlier should make clear that a “one-shot” overview project could not and did not address all the significant issues in relating to methods or systems to assess health care research results. 

We did not, for instance, give much attention to topic-specific approaches that may be somewhat more common in EPC work. In our judgment, one useful follow-up to the current project would assess whether the study quality grids that we developed are useful for discriminating among studies of varying quality––that is, as another set of study-specific quality systems. If they are useful for differentiation, a likely next step is to refine and test the systems further using typical instrument development techniques. Further valuable work would be to test the study quality grids against the instruments we have called out as meeting our final evaluation criteria. To assist such work, we have included (Appendix F) a reproduction of the data extraction forms used in this study. 

Many of these systems have been developed abroad, and it seems clear that much of the activity in this area rests outside the United States. As evidence-based practice activities take even stronger hold in this country, through development of evidence reports, technology assessments, and clinical practice or health policy guidelines, we believe a more in-depth comparison and contrast might be made of how this work is done here and elsewhere. In particular, we believe that U.S. investigators should make strong efforts to ascertain what advances are taking place in the international community in efforts to develop systems for assessing study quality and evidence strength and to determine where these are relevant to the U.S. scene. 

We noted the more common uses for such rating schemes as being for studies of therapies, preventive services, and diagnostic technologies. Further applications should be tested. As already mentioned, use of such approaches in studies of disease risk factors is one area of potentially fruitful research. Another is the extent to which existing approaches can be applied to the types of studies used to evaluate purely screening tests (as contrasted with tests used primarily for diagnosis). Finally, a significant emerging area concerns the efficacy or effectiveness of counseling interventions (whether for preventive or therapeutic purposes); such studies are often far more complex, heterogeneous, or multi-faceted than typical RCTs or observational studies, and we are not at all certain that existing rating and grading methods will apply. Therefore, examining the utility of the systems identified in this report for these “less traditional” bodies of evidence will be important in the future.

Many experts in this field point to the appreciable lack of proven elements and domains in these types of assessment instruments. Perusal of the tables in Chapter 2 that define domains and elements will indicate the extent to which we needed to rely on accepted practices in health services, clinical, and epidemiological research to populate the criteria by which we evaluated systems. Thus, a key item for the research agenda lies simply in extending the empirical work on these systems. Such work would show what factors used in rating study quality, for example, actually make a difference in final scores for individual articles or a difference in how quality is judged for bodies of evidence as a whole. In addition, we discussed earlier the contrasts between short and long forms of these rating and grading systems. All other things equal, shorter will be better because of the reduced burden on evaluators. Nonetheless, some form of “psychometric testing” of shorter forms in terms of reliability, reproducibility, and validity needs to be done, either of the shortened instrument itself or against its parent instrument.

A broader concern is the need to clarify techniques to make systematic reviews and technology assessments more efficient and cost-effective. Although that is not directly a matter solely for rating study quality and evidence strength, the potential link is that better methods for those tasks might enable investigators and evidence-based practice experts to arrive more easily at reviews in which the nature and merit of the knowledge base is clear to all.

Finally, we encourage greater experimentation and collaboration between U.S. and international professionals in commissioning and conducting systematic reviews and technology assessments. The AHRQ EPC program, with one EPC in Canada, is a good start, and collaboration does exist between two AHRQ EPCs (at Research Triangle Institute-University of North Carolina and at Oregon Health Sciences University) and their work or the U.S. Preventive Services Task Force and the equivalent Task Force in Canada. Moreover, AHRQ EPCs do examine reviews from the Cochrane Collaboration review groups in amassing literature on given issues. 

Nonetheless, having multiple groups around the globe commissioning exhaustive reviews on essentially the same clinical or technology topics has obvious inefficiencies. Collaboration on the refinement of quality rating and evidence strength grading systems is one appealing step toward decreasing duplication, and broader coordination of work in the evidence-based arena may be desirable. The issue of generalizability or applicability of the evidence will certainly arise, but the literature base will basically be the same for all but highly country-specific health interventions and technologies.

Summary and Conclusion
To answer significant questions posed to AHRQ by the U.S. Congress, we reviewed more than 30 empirical studies to determine the critical domains for addressing study quality in each of four study designs: systematic reviews, RCTs, observational studies, and studies of diagnostic tests. Regardless of when this work was done, either recently or as long as 20 years ago, many investigators included most of the quality rating domains that we chose to assess. 

We identified and reviewed, abstracted data from, and summarized more than 100 sources of information for the current study. Applying evaluative criteria based on key domains to the systems reported on in these articles, we identified 19 study quality and seven strength-of-evidence grading systems that those conducting narrative or quantitative systematic reviews and technology assessment can use as starting points. In making this information available to the Congress and disseminating information about these generic systems and the project as a whole more widely, AHRQ can meet the congressional expectations outlined at the outset of the report. The broader agenda to be met is for those producing systematic reviews and technology assessments to apply these rating and grading schemes in ways that can be made transparent for other groups developing clinical practice guidelines and other health-related policy advice. We have also offered a rich agenda for future research in this area, noting that the Congress can enable pursuit of this body of research through AHRQ and its EPC program. Thus, we are confident that the work and recommendations contained in this report will move the evidence-based practice field ahead in ways that will bring benefit to the entire health care system and the people it serves.
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