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ABSTRACT 
 

The National Library of Medicine has archived a collection of 17,000 digitized x-rays of the cervical and lumbar spines.  
Extensive health information has been collected on the subjects of these x-rays, but no information has been derived from the 
image contents themselves.  We are researching algorithms to segment anatomy in these images and to derive from the 
segmented data measurements useful for indexing this image set for characteristics important to researchers in rheumatology, 
bone morphometry, and related areas.  Active Shape Modeling is currently being investigated for use in location and 
boundary definition for the vertebrae in these images. 
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1. INTRODUCTION 
 

The ultimate goal of machine vision is image understanding—the ability not only to recover image 
structure but also to know what it represents.1 

 
This paper updates work toward the computer-assisted indexing of a collection of 17,000 digitized x-ray images of the 
cervical and lumbar spine by content of the images.  These images were collected as part of the second National Health and 
Nutrition Examination Survey (NHANES II) and are archived at the  National Library of Medicine.  Extensive information 
has been collected describing the physical and demographic characteristics, as well as the health histories, of the subjects of 
these x-rays, but no information has been derived from the x-ray images themselves.  The fundamental information that we 
seek from the images is the basic geometric structure of the individual vertebrae and the intervertebral geometry; from this 
data, secondary information related to rheumatological features of interest, pathology and injury may potentially be derived, 
with expert assistance.  Our goal is to eventually index this collection with the basic quantitative geometric data, and also 
with high-level biomedical feature interpretations of interest to spine researchers.  Examples of high-level features of interest 
to researchers in rheumatology include the presence and degree of anterior osteophytes, disc space narrowing, and 
subluxation in the cervical spine images. To achieve this eventual goal of indexing the contents of these images with 
computer assistance, fundamental problems of obtaining basic geometric orientation within the image contents, reliably 
identifying and navigating among image landmarks, and segmentation of the vertebrae must be addressed.  In previous work 
we have described the results of experiments to obtain basic anatomy-referenced orientation within the cervical spine images; 
in this paper we review our approach to obtaining this anatomy-referenced information, discuss an algorithm (Active Shape 
Modeling) that may use this information to initialize searches for the boundaries of individual vertebrae of the spine, and 
present initial results of testing this algorithm on cervical spine images.  Successful use of Active Shape Modeling for spine 
images has been reported by Smyth2 for the lumbar spine for dual x-ray absorptiometry (DXA) scans, but we are not aware of 
successful implementations for digitized x-ray film images of the spine, although related work using active contours for 
digitized spine x-rays has been published (for example, see Gardner3). 
 

2. APPROACH 
 
The conceptual framework we are following is shown in Fig. 1.  We seek an iterative method that, beginning with an initial 
estimate of vertebral boundaries, will gradually refine these estimates until they satisfy pre-set convergence criteria.  The 
specific method that we are evaluating for boundary estimation is Active Shape Modeling (ASM).  For the ASM method to 
be effective, that is, to converge to reasonable vertebral boundaries, we expect that good initial (a priori) values for boundary 
shape, position, orientation, and scale will be required.  A priori boundary shape is obtainable from the statistics of sampled 
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vertebrae (after transformation to “model space”, where the original position, orientation, and scale have been removed).  Of 
the position, orientation, and scale variables, it is vertebral position relative to the image frame that has the most obvious 
variation among the images.  This appears to be largely because of the inconsistent placement of the subjects relative to the 
image frame; that is, the anatomy of interest shifts substantially, relative to the image frame, from image to image.  (Other 
contributors to the vertebral location variance include variations in individual anatomy and in the angle of  bending of the 
neck, but these factors appear to be second order.)  This large variance in vertebral location relative to the image frame 
complicates the use of sample image data in obtaining good a priori information for locating a particular vertebra in a given 
image.  A method that we have experimented with to overcome this problem is to put a frame of reference within the 
anatomy itself, with the expectation of removing much of the variation due to the shifting of subjects among images.  
Specifically, we are seeking to develop a reliable method of fixing an Anatomy Based Coordinate System (ABCS) in the 
cervical spine anatomy, with one axis fixed approximately tangentially to the skull/jaw posterior and the other (orthogonal) 
axis intersecting at the approximate mid-point of the spine.  Presumably, samples of vertebral locations measured relative to 
this system would have less variation than samples measured relative to the image frame, and the statistics of these locations 
may provide useful a priori positions for the ASM boundary location.  Results of work we have done on the ABCS algorithm 
are given in the references4-5 and are summarized in the following section. 
 

3. ANATOMY-BASED COORDINATE SYSTEM 
 
The concept of creating reference frames in the form of lines or axes in lateral views of human anatomy is not new.  Taveras6,  
for example, lists six “principal lines” of the skull in lateral view.  Of these, one pair, Reid’s base line (anthropological basal 
line) and the auricular line, form an orthogonal axis system.  The use of computer algorithms to locate such reference frames 
within the anatomy presented in a given image does not appear to be common, however.  Although we would prefer to use a 
reference frame from the anatomy literature, such as the one mentioned above, we have to take into account the 
characteristics of our image data.  In many of our images, we do not have the anatomy present to find Reid’s base line, for 
example, which “joins the inferior edge of the orbit with the superior edge of the external auditory meatus”6.   The auditory 
anatomy required for this base line is very faint in many images, and the orbit anatomy, not even present in many.  Our 
alternative has been to define a new coordinate system referenced to anatomy that (1) is present in most or all of the images 
and (2) appears sufficiently prominent to allow reliable location of the system.  The anatomical features that we are relying 
on for this purpose are the relatively bright skull and jaw posteriors and the brightest point of the mid-spine:  conceptually, 
we place a U axis  approximately tangent to protuberances on the back of the skull (nominally, in the vicinity of the inion, the 
external occipital protuberance, or along the skull boundary between that point and the spine) and on the jaw (nominally, in 
the vicinity of the mandibular angle, or along the jaw boundary between this region and the chin).  In our approach, the 
precise locations of the tangent points on the skull back and on the jaw that define this axis are not critical, and in fact will 
vary with individual anatomy; our interest is in obtaining a line which will reliably intersect the upper spine vertebrae at a 
vertebral location that is statistically predictable.  The second axis V in the ABCS system is defined to be orthogonal to the U 
axis and intersecting U at the point of greatest grayscale value within the spine.  As stated above, the utility of the ABCS 
system, if successful, is that it will give us an orientation within the x-ray, which is fixed in the anatomy itself.  This system, 
presumably, can be a basic reference frame for discovering image subregions containing features of biomedical interest, such 
as vertebral locations, vertebral boundaries, and geometric measures such as vertebral heights and interveterbral spacings. 
 
The anatomy-based coordinate system described above is “located” using an algorithm with these basic steps:  (1) Apply 
grayscale thresholding to the image using a threshold that preserves the essential shape of the skull base in the jaw region and 
in the region of the skull posterior; (2) in the thresholded image, locate the skull base region at a coarse level: more precisely, 
locate the jaw region boundary (“below” the spine), and locate the skull posterior region boundary (“above” the spine); in 
each of these region boundaries, compute slopes of lines tangent to the boundary; this yields multiple tangent slopes for the 
jaw region boundary, and multiple tangent slopes for the skull posterior region boundary; (3) find the pair of points, one 
chosen from jaw region boundary, one chosen from the skull posterior region boundary, that have the closest agreement in 
slope of tangent line; (4) take these points as defining the coordinate system axis U along the skull base; (5) determine a 
subinterval R of the U axis which contains the intersection of U with the spine; (we define this region R as the subinterval of 
the U axis bounded by certain characteristic grayscale patterns--two dark areas marking the spine boundaries, separated by a 
continuous bright area corresponding to the spine itself); and (6) search within the U axis/spine intersection region R for the 
point O of maximum brightness; this point defines the origin of the U/V coordinate system and the intersection of the 
orthogonal axis V with the U axis.   Steps in calculating the U/V axes are illustrated in Fig. 2.  Figure 2A shows a grayscale 
cervical spine x-ray image.  Figure 2B is the same image, with the boundaries for a grayscale threshold superimposed on the 
original image.  It is the boundaries of this thresholded image that are used in the computation of the U axis.  Figure 2C 



shows the U axis that has been computed.  Finally, Fig. 2D shows the V axis added orthogonally to the U axis, and 
intersecting the U axis at the point of greatest grayscale value in the line segment determined by the U axis/spine intersection. 
 
To date the ABCS algorithm has performed with mixed results, with subjective evaluation of good axes location less than 
50% of the trial cases.  As remarked above, the current ABCS algorithm searches the contour of an image which is obtained 
by grayscale thresholding of the original image:  many of the failure cases can be attributed to poor performance of the 
thresholding, resulting in contours that do not accurately follow the anatomical boundaries in the original image.  To address 
this, we have implemented an adaptive grayscale thresholding technique published by Chow and Kaneko7 and are currently 
evaluating its effect on algorithm performance.  We have discussed our implementation of the Chow-Kaneko algorithm in 
previously published work5. 
 

4. ACTIVE SHAPE MODELING 
 
The purpose of Active Shape Modeling (ASM) is to identify the best match to an object model from possible objects 
contained within a given image.  ASM is an iterative algorithm; at each step the object model is allowed to change its 
position, scale, and orientation, and to modify its shape independently of these position/scale/orientation changes.  The model 
is statistical in nature and is derived from a sample of instances of the object represented by the model.  If M instances are 
used, with  N landmark points, which define the object boundary, collected for each instance, then the data used to build the 
model is represented by the 2NxM matrix 
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where the iv are 2N-vectors that list the (x,y) coordinates of the landmarks for instance i in the form 
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From µ  and C we get the basic information about the shape and variability of the model. µ  directly gives the expected (a 
priori) shape we will use to initialize the ASM search.  From C we derive the ways in which we expect the object may vary 
(independently of variations in position, scale, and orientation), using principal component analysis.   
 
Let 

[ ]Meee ...21=Φ

be the 2NxM matrix having M eigenvectors of C as columns.  (Each ie  satisfies iii eeC λ=  for some scalar iλ ; then 

( )ii e,λ  is an eigenvalue/eigenvector pair for C.) The vectors ie are the principal components of C and provide important 

information about the dispersion of the sample points A about their mean vector µ .  Specifically, any of the sample vectors 

may be generated by a linear combination of the ie , that is, for each j, (j=1,…,M), 
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for appropriately chosen scalars .  Thus, any shape in the sample data A may be thought of as being composed of the sum 

of the mean shape 
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µ  and a linear combination of the ie : the ie  form a set of basis vectors from which all of the shapes 
represented by the columns of A may be generated.  If the sample vectors in A have been selected to be a good representation 
for the totality of objects to be searched, then the ie  may be expected to approximately generate these (new) shapes as well 



as those from which C was derived.  In the context of ASM, the ie  are called the modes of variation for the data A.  It is these 
modes that control the variability from the mean shape that is allowed in ASM.  Further, one usually seeks a reduction in the 
data to be manipulated by using only a subset of these modes.  From statistical theory, it is known8 that the total variance V in 
A is given by the sum of the variances along each of the eigenvectors ie , and that the proportion of the total variance 

represented by a particular ie  is given by its corresponding eigenvalue iλ divided by V; this gives rise to the following 
approach:  (1) arrange the eigenvectors in order of decreasing eigenvalue;  (2) select a variance threshold T (0<T<1); (3) 
select the first P eigenvectors so that the sum of their corresponding eigenvalues divided by V is at least T.  If T is selected to 
be 0.95, for example, then our P-mode model would represent at least 95% of the variance of the sample points A.  The ASM 
algorithm exploits the principal component approach above.  We collect landmark data from M samples to create the matrix 
A, compute the sample mean µ  and covariance C, compute the modes of variation of C, and decide how many modes to 
use, depending on how we want to trade data reduction against accuracy.  (We must also collect data from our M samples 
that will allow us to iteratively correct our estimates of the object when we are presented with an image containing a new 
instance of the object.  This is explained below.) 
 
An outline of the algorithm that we apply is given here and is based on the work of Cootes8. 

1. Initialize the shape parameter vector. 

0=b
2. Generate current estimate of object shape. 
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3. Map current estimate of object shape into an object of this shape with a specific position,  orientation, and scale within 
the given image. 
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4. Update each point in the current estimate, using information we collected in the sample data A.  In general, this update 
process will change the object position, orientation, scale, and shape. 

)(' II xux =
5. Map our updated object in the image frame back to model space.  This gives us the object’s shape only, and takes away 

the information about its position, orientation, and scale within the image. 
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6. Update our shape parameter vector. 
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7. Test for convergence, by testing to see if changes in position, orientation, scale, and shape parameters b  are sufficiently 
small. 

 
8.  If no convergence, return to step 2. 
 
 
The Step 4 updating of the object position, orientation, scale, and shape in image space is done by moving each landmark 
point independently along a line segment of length L that is normal to the object boundary at that landmark.  At the time 
landmark data is collected, at each landmark point, grayscale values along such normal segments are also collected to provide 
a grayscale profile at that point.  (More precisely, grayscale differences along the normal are collected, in order to minimize 
dependencies on absolute grayscale values, and these differences are normalized by the sum of the collected grayscale 



differences.)  This is done for each landmark point and for each of the M sampled images.  If the grayscale profile for a 
landmark point is modeled as a multivariate Gaussian distribution, the M samples provide data from which the mean and 
covariance of the profile’s distribution may be estimated. For each landmark point, the Gaussian parameters for the profile 
distribution are calculated.  Then, during the ASM search process, grayscale values are also collected from the target image 
along line segments normal to the current estimate’s boundary at each landmark point.  These segments are of length L1 > L.  
For a particular landmark point, ASM searches along this normal for a segment of length L which most closely matches the 
expected grayscale profile, based on the Gaussian distribution for the profile at that landmark point.  The center point of the 
segment that mostly closely matches becomes the updated landmark point.  The metric used to measure closeness of fit 
between the sampled and expected profiles is the Mahalanobis distance, which may be calculated from the sampled profile, 
and the parameters (mean and covariance) of the Gaussian distribution that defines the expected profile for that particular 
landmark point. Figure 3 illustrates the geometry of the grayscale profiles at data collection time; Fig. 4 shows the normals 
that are used at ASM search time to find the closest matches to the expected profiles.  See Cootes8 for a detailed treatment of 
the ASM algorithm, as we have used it. 
 
For a comprehensive description of statistical approach to shape analysis, see Dryden and Mardia9. 
 

5. RESULTS 
 
Expected results in using sample coordinate data relative to the ABCS system to initialize searches for vertebrae.  In order to 
obtain an initial assessment of the feasibility of using sample vertebrae location data (manually acquired) to use for deriving a 
priori values for iterative algorithms to do vertebral searching, we collected coordinate data on 65 sample images.  In each 
image, the four corner points of the C3 vertebrae were used.  The data was collected in a coordinate system fixed to the image 
frame.  We computed the centroids of each of these 65 vertebrae in these image frame coordinates.  We then manually 
positioned ABCS U/V axes within each image and manually collected coordinate data (in the image frame) which defined the 
U axis and the coordinates of the U/V origin.  This ABCS data was used to calculate the U axis inclination angle relative to 
the image frame X-axis (which, in our image frame system, runs horizontally across the image.) Finally, for each image, the 
U axis inclination angle and the U/V coordinates in the image frame were used to convert the (x,y) coordinates for the C3 
centroid to (u,v) coordinates, measured relative to the ABCS coordinate system for that image.  Results are shown in the form 
of a scatter plot of the centroid points in Fig. 5, where the centroid coordinates are plotted in both the image frame and the 
ABCS systems, and show, as expected, a clear reduction in variance in the ABCS system as compared to the image frame.  
Standard deviations for the coordinates are, in pixels, (139,176) in the image frame and (37,49) in ABCS.  This suggests that, 
if the ABCS axes can be located with small errors, the mean coordinate values of sampled vertebrae may be useful candidates 
for initializing vertebral search algorithms. 
 
Initial ASM results for vertebral location and segmenting.   For Test 1 of the ASM method, we collected landmark data on 20 
cervical spine images, using vertebrae C3-C5, and the lower half of C2, for our testing.  The images were chosen randomly 
from a set of x-rays taken on subjects 60 years of age or older.  For each vertebra, 24 points were collected (11 for C2); six of 
these correspond to the standard 6-point morphometry set (corners and superior/inferior midpoints on each vertebra).  The 
other points consist of anterior and posterior midpoints and, around each of the corners, four additional points were collected, 
two on each side of a corner point.  These additional corner-area points were collected with the goal of achieving better 
definition of vertebral curvature in the regions of high curvature change.  The study was conducted purely as a proof of 
engineering concept; medical expertise was not incorporated at this stage of our work.  The landmark points should be 
recognized only as layman’s interpretation of vertebral boundaries.  Figure 6 shows the statistical model created from the 
landmarks on these 20 images:  for each landmark point collected, the model shown in Fig. 6 gives the mean value for the 
landmark coordinates.  The covariance matrix for this set of landmark data was used to derive the modes of variation shown 
in Fig. 7.  (Only 5 of the modes are shown for purposes of illustration.)  The modes show the different ways in which the 
shape geometry is allowed to change to match shapes found in target images.  An illustration of the algorithm in use is shown 
in Fig. 8 and Fig. 9.  In Fig. 8, a test image (on which the model was trained) with known vertebral boundaries is shown, 
along with the Test 1 model, which has been initialized to an a priori position, orientation, and scale which corresponds to the 
mean values of those quantities in the sample 20 landmarked images.  Figure 9 shows the result in zoomed-in form after 
convergence.  The solid lines show the converged model, and the dots show the target boundary.  The convergence shown 
may be considered quite good.  However, this should be expected, since the test image is one the model was trained on; that 
is, the values of the landmarks for this image contributed to the statistical model used to search the image.  A minimum 
requirement for a reliable model is that it perform consistently with respect to the data on which it was trained.  That is, if we 
use the model to search for one of the objects used to build the model, the ASM algorithm should yield an accurate location 
for that object.  Figure 10 shows the results of performing such a consistency check for Test 1.  Each of the images that 



contributed to this model was input to the ASM algorithm, and a vertebra search was done for each image.  The solid line 
represents the results of these searches when a priori position, orientation, and scale for the model was set to the mean values 
of these parameters from the 20 sample images.  The vertical axis shows the average point-to-point error in pixels between 
the converged landmark points and the original landmark points collected on the object’s boundary.  In only four cases can 
the errors be reasonably called small, and in 8 of the cases the errors may be considered huge (in the neighborhood of 100 
pixels or more).  The dashed lines show the results when the model was applied to the same images, but with the a priori 
position manually set near (in the neighborhood of 50 pixels) the known truth values.  The effect of good a priori values for 
the algorithm is clearly illustrated, although many of the errors remain unacceptably large.  This is not unexpected in this trial 
case, due to the small number of image samples, and the manual technique used to collect the landmark data, which results in 
many inconsistencies in landmark placement among the objects. 
 
Pitfalls in landmarking shapes.  Creating consistent landmarks for shapes within biomedical images is a serious practical 
problem.  Without the assistance of a graphically-based software package, it is prohibitively labor intensive. Even with the 
assistance of such a package which provides basic capability to mark and record coordinate data from images, along with the 
associated data required by the ASM (such as graylevel values sampled along segments normal to the curve defined by the 
landmark points), it may be difficult to collect landmarks which are based on consistent features in the images.  A researcher 
may begin with the intent of landmarking a particular feature (a particular protuberance of the skull, for example), only to 
discover after examining a number of images that the feature of interest is not present in every image. He then has the choice 
of omitting such images from the model, which decreases the chances that the model will have any application to those 
images, or of collecting landmark data based on subjective criteria of what appears to be the best approximation to the desired 
landmarks.  (In the later case, the model may apply well to all of the images in the sense that it do a good job in fitting curves 
to them; but the location of the individual points along the curve as landmarks of particular features becomes less reliable.) 
Or he may wish to mark key features on a boundary in the image and then mark equi-spaced points between these features, 
which lie on the same boundary.  Marking the points by using only visual judgement for equi-spacing introduces 
inconsistencies in the location of the individual landmarks. 
 
We conducted Test 2 in which we concentrated only on vertebrae C2 and C3.  For this test, we collected landmark data from 
65 cervical spine images, using as part of the data coordinate values collected under expert medical supervision.  On vertebra 
C2 the two bottom corners and the bottom midpoint were expertly collected, and on C3, the four vertebral corners, inferior 
and superior midpoints, and anterior midpoint were collected this way.  To this base set of points, we applied linear 
interpolation to get a total of 64 boundary points for C3 and 16 for C2.  The model based on the mean values of these points 
is shown in Fig. 11.  Figure 12 shows 5 of the modes of variation that resulted from the principal component analysis of this 
set of data.  Using linear interpolation between each pair of points given by the medical experts results in a polygonal model 
for C3 (and a piecewise linear model for C2).  A comparison of the shapes of C2/C3 in Fig. 6 and Fig. 11, and also in Fig. 7 
and Fig. 12, illustrate the linearity of the Test 2 model.  Obtaining landmarks by linear interpolation was done for simplicity 
of implementation for the purpose of getting first order results.  We then performed a consistency check by searching 20 test 
images for C2/C3, where the test images used were part of the set used to build the model.  Results are shown in Fig. 13, both 
for the case of using sample mean values for a priori position, scale, and orientation, and for the case where good a priori 
values were used for position.  Again, good a priori position appears to be significant in reducing estimate error, and again, 
large errors are present in many of the test images, which is not surprising, given the fact that we modeled vertebral shape by 
simple linear segments.  We are continuing to explore this problem with more careful landmarking and more extensive data 
collection. 
 
The ASM work we have done was carried out on a 300 MHz Windows NT machine using the Active Shape Model Toolkit10 
for MATLAB 5.3. 
 

6. CONCLUSION 
 
Computer-assisted indexing of image content for digitized x-ray images of the spine remains a challenging area of image 
processing research.  The field of statistical shape analysis provides a potential area of attaining at least partial assistance 
from computerized methods for the collection of important geometric image information for biomedical research purposes. 
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Figure 2.  (A) Original cervical spine image with borders removed.  (B) Foreground/background separation, by
grayscale thresholding.  The edge of the thresholded image is superimposed on the original image.   (C) U axis fixed
along the base of the skull. ( D) U and V axes fixed. V is shown as the short axis orthogonal to U. 
B
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Figure 3.  At data collection time, a profile of
grayscale values is collected at each landmark point,
along a normal segment of length L.  For each
landmark point, this collected data is used to estimate
the parameters of a multivariate Gaussian distribution
for the grayscale profile at that point. 

Figure 4.  At search time, grayscale profiles of length
L are collected at each landmark point, along a
normal segment of length L1 > L.  For each landmark
point, the closest match to the expected profile of
length L is determined by exhaustively searching the
possible subsegments on the L1-length normals.  The
center position of this closest match determines the
updated landmark point.  Mahalanobis distance is
used to measure closeness between observed and
expected grayscale profile. 

Figure 5.  Coordinates of centroids for vertebra C3,
for 65 sample images.  Upper right shows the
coordinates in the image frame system; lower left
shows the coordinates in the Anatomy Based
Coordinate System (ABCS).  Standard deviations for
x and y are (139, 176) in image frame and (37,49) in
ABCS, in pixels. 



     
 
 
 
 
 
 
 
 
 
 

Figure 6.  Model for Test 1.  This model has 24
landmarks on vertebrae C3-C5 and 11 on C2.  (The
vertebrae are numbered, from the top, C2-C5.)  The
model landmarks are the mean values of the landmarks
from 20 cervical spine images. 

Figure 7.  Five of the modes of variation for Test 1.
Row 1 is mode 1, row 2 is mode 2, etc.  The middle
column is the model itself (mean of the 20 samples);
the other columns show the variations along the modes
at + or – 1 or 2 standard deviations from the mean.  For
example, entry (row 2, col 4) is +1 s.d. along mode 2. 
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Figure 8.  Test 1 Model applied to a test image, a
priori state.  The target vertebral boundary is shown on
the vertebrae.  The starting outline for the model is
shown at the mean position, orientation, scale for the
sample data. 

Figure 9.  The model in Fig. 8 after convergence.  The
solid lines represent the converged model.  The dots
are the target boundary location.  In this case, the
convergence was accurate. 



  

Figure 10.  Test 1 model applied to 20 test images.
Solid line represents errors from known truth using
sample mean values for  a priori position, orientation,
and scale.  Dotted line represents errors when accurate
a priori values were specified.  

Figure 11.  Test 2 model.  65 cervical spine images
were used.  Only the bottom of C2 and vertebra C3
were included, 64 landmarks on C3 and 16 on C2.  A
medical expert supplied three C2 landmarks and seven
C3 landmarks. The other points were derived by linear
interpolation.   

Figure 12.  Five of the modes of variation for Test 2.
Row 1 is mode 1, row 2 is mode 2, etc.  The middle
column is the model itself (mean of the 65 samples);
the other columns show the variations along the modes
at + or – 1 or 2 standard deviations from the mean.  For
example, entry (row 2, col 4) is +1 s.d. along mode 2. 

Figure 13.  Test 2 Model applied to 20 test images.
Solid line represents errors from known truth using
sample mean values for  a priori position, orientation,
and scale.  Dotted line represents errors when accurate
a priori values were specified.  


