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Introduction to the Plant Health Conference on
Detecting and Monitoring Invasive Species

Charles Schwalbe
Associate Deputy Administrator

USDA, APHIS, Plant Protection and Quarantine

The Plant Health Conference 2000 is the first confer-
ence in what will be a series focusing on the strategic
enhancement of the Plant Protection and Quarantine
(PPQ) operations within the Animal and Plant Health
Inspection Service of the United States Department of
Agriculture.  This publication is the result of the first
Conference, held in October 2000 and sponsored by
the Center for Plant Health Science and Technology
(CPHST) in Raleigh, North Carolina.

The Center for Plant Health Science and Technology is
the scientific and technical component of PPQ.  It was
created to interface with the research community and
become an advocate for innovation in the field of plant
health in service to the APHIS mission.  Invasive
species have been identified as a significant threat to
the safeguarding of the United States of America’s
plant resources.  New initiatives inspired by the
President’s Executive Order on Invasive Species
emphasize the link between traditional agricultural
goals in plant health and our growing concern for
protection of all plant resources in America.

Safeguarding is not just another term for exclusion.  It
is a complementary array of risk management actions
taken to prevent negative impacts of invasive species.
Among these actions are detection and monitoring.

Despite general acknowledgement of the importance
of detection of invasive species, this has been perhaps
the least refined of the safeguarding components.  One
only need compare the list of serious pests found in
our country through targeted detection and monitoring
efforts versus the list of those found by “blundering
into” it to be sobered by the state of activities in this
sector.  Species found by targeted approaches include
the Mediterranean fruit fly and the Asian gypsy moth,
because of the availability of effective detection
technology and organized stakeholders in the process.
Giant salvinia and the soybean aphid were found by
accident, however, as are an increasing number of
unwanted introductions.

With the heightened awareness of the impacts from
invasive species, the Secretary of Agriculture has
spoken of a “coast to coast scrubbing” to find which
species are gaining a foothold in the U.S.  We definitely
need new approaches and technologies to achieve this
level of detection.  One way to improve detection is to
have a better idea of what to look for by developing lists
of species of particular concern.

Current lists that will be used to guide policy and focus
implementation are under development with the
Entomological Society of America, the Weed Science
Society of America and the American Phytopathologi-
cal Society.  Other lists are being developed by PPQ in
cooperation with nematologists.  A considerable effort
is going into identification of species that are not yet in
the United States and that could cause significant
damage to our agricultural and natural landscapes.

Are pest lists the way to improve detection programs?
What would be the best use of funding for detection in
the future?  The Plant Conference 2000 was designed
to explore new concepts and approaches for detecting
invasive species and to forge new partnerships among
various parts of the U.S. government, academia and
private sector.  The aim is to provide a forum to discuss
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current practices and some ideas that are still on the
horizon.  We wish to consider these issues in an
informal and open atmosphere.

I hope that this Conference will stimulate thought and
contribute to enhanced safeguarding through the Plant
Protection and Quarantine programs of USDA, APHIS.
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A History of Adventive Insects in North America:
Their Pathways of Entry and
Programs for Their Detection

Alfred G. Wheeler, Jr.
Clemson University

&
E. Richard Hoebeke
Cornell University

Abstract

In the fauna of the conterminous United States, more than 2,000 species of insects and mites are considered
adventive – that is, they are nonindigenous members of our fauna.  Although some of these species have become
established as the result of intentional introductions, most have been accidentally introduced.  Most species
belonging to the latter category are noneconomic; many remain obscure even to entomologists.  The small per-
centage of adventive arthropods that have become serious pests, especially during the 1980s and 1990s, are
responsible for a heightened interest in problems caused by invasive species.  In our overview of the history of
immigrant arthropods in North America, we emphasize plant-associated insects, mainly phytophages. We review
the various adjectives that often are applied to non-native species (e.g., adventive, exotic, foreign, immigrant,
introduced, nonendemic, nonindigenous), the principal pathways or modes of introduction, the insect groups that
can be considered characteristic of each pathway, and the geographic origins of our immigrant fauna.  Also dis-
cussed are legislation enacted to limit the entry of exotic pests, the federal agencies responsible for excluding such
pests, and federal and state initiatives and surveys that involve the detection of immigrant species.

Changes in the ranges of plants and animals are
natural events and should be considered normal.
Tectonic activity led to mass interchanges of biotas
during the last 20 millions of years.  Further dramatic
changes in distributions occurred during the last
10,000 years at the end of the Pleistocene ice ages
(Lodge, 1993).  Yet in only a few hundred years,
modern humans have moved plants and animals, both
intentionally and accidentally, across previously
insurmountable barriers such as oceans and mountain
ranges (D’Antonio & Vitousek, 1992; Mack et al., 2000).
Human effects on the North American insect fauna can
be likened to those of the Pleistocene glaciers
(Howden, 1969).  Just as anthropogenic influences
have accelerated the background rates of biotic
extinctions (e.g., Wilson, 1992), human colonization
has substantially increased the magnitude of invasions
by non-native species.

Although it is now realized that Asian stone-age
humans affected North American ecology (Krantz,
1970; Martin, 1973), their impact was minimal com-

pared with that effected by the European colonists.
Because stone-age humans were not technologically
advanced, they were incapable of transporting large
numbers of plants and animals (Mattson et al., 1994).
But modern humans, with the capacity for rapid
international travel and global redistribution of species,
threaten to homogenize the Earth’s biota (e.g., Soulé,
1990; Baskin, 1996).

Among the threats to species that are imperiled or are
of special concern, impacts from invasive species rank
second only to habitat destruction and fragmentation
(Wilson, 1992; Wilcove et al., 1998).  In U.S. National
Parks, invasive species pose the greatest threat to
native biodiversity (Devine, 1998).  Many of the ap-
proximately 4,500 non-native species that have be-
come established in the United States (U.S. Congress,
1993) – Pimentel et al. (2000) place the number at
50,000 – have adverse effects on agroecosystems,
public health, social behavior, and natural systems.
Nonindigenous species in the United States are
estimated to cause economic and environmental
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losses of nearly $140 billion annually, with non-native
insects responsible for an estimated $14 billion in
annual crop losses (Pimentel et al., 2000).

Elton (1958) realized that invasive species or “ecologi-
cal explosions” represent an important component of
global environmental change, as Vitousek et al. (1996)
pointed out.  Even so, the threats to biodiversity and
human health from alien species are perceived as less
significant than those posed  by genetically modified
organisms, perhaps unduly.  Concern over an increas-
ing homogenization of the world’s biota led to the
United Nations–Norway Conference on Alien Species
in 1996.  Solutions to the invasive species problem are
also being pursued by groups such as the World
Conservation Union (IUCN) and the Scientific Commit-
tee on Problems of the Environment (SCOPE), an
effort by the International Council of Scientific Unions
(Baskin, 1996).  In addition, a new international journal,
Biological Invasions, began publishing in 1999.  A
heightened interest in invasive species in the United
States is evidenced by recent articles on the subject in
journals such as American Scientist, BioScience,
Ecology, and Science and in newspapers such as the
New York Times and Wall Street Journal, as well as by
the appearance of books such as Life Out of Bounds:
Bioinvasion in a Borderless World (Bright, 1998), Alien
Invasion: America’s Battle with Non-Native Animals and
Plants (Devine, 1998), and Nature Out of Place:
Biological Invasions in the Global Age (Van Driesche &
Van Driesche, 2000).

Ecologists increasingly are including exotic species in
their research; largely anecdotal information is giving
way to data derived from quantitative and theoretical
studies (e.g., Kareiva, 1996).  As Lodge (1993) pointed
out, research on the biological characteristics and
ecological effects of invasive species can shed light on
issues such as the importance of competition, preda-
tion, and keystone species, as well as other aspects of
community assembly.  Although ecologists have
attempted to identify biological attributes shared by
successful invaders, we still lack a general or compre-
hensive theory of invasion ecology (Lodge, 1993;
Niemelä & Mattson, 1996; Mack et al., 2000).  Re-
search eventually might enable invasion ecology to
become a predictive science (Kareiva, 1996), despite
the complexity of interaction between communities and
species and the unpredictability inherent in the out-
come of a particular invasion event (Turnbull, 1967;
Lodge, 1993; Ruesink et al., 1995).

Our look at invasive species in North America will
focus on only one group of organisms, the insects.
After briefly considering terminology in relation to non-
native species, we will examine three aspects of the
history of adventive insects in North America: interest

in and studies on our immigrant fauna, the major
pathways or modes of introduction for adventive
insects, and selected detection initiatives and surveys
for exotic insects.  Excluded from this historical over-
view are natural range extensions, transport of insects
by air currents, and non-native species introduced for
biological control.

Terminology

Species sometimes are categorized either as native or
non-native in the absence of convincing biogeographic
data (Carlton, 1996).  Relatively few sizable insect
groups have been analyzed with respect to the biogeo-
graphic status of their component species in North
America (Wheeler & Henry, 1992).  The difficulty of
deciding whether a particular species is native to a
region or not was addressed by Lindroth (1957), who
applied several criteria to the question: historical,
geographical, ecological, biological, and taxonomic.

A summary of the characteristics of immigrant
arthropods and guidelines for determining an adventive
status were provided by Whitehead and Wheeler
(1990).  Some cosmopolitan, synanthropic species are
now so naturalized in our biota that they appear to be
native.  The origin of some species is equivocal.
Species that are neither demonstrably native nor
introduced have been termed cryptogenic (Carlton,
1996).

The terminology pertaining to plants and animals that
are not native to a region has been applied inconsis-
tently.  Species that are not native have been variously
classified as adventive, alien, exotic, foreign, immi-
grant, introduced, nonendemic, and nonindigenous.
These terms, however, are not strictly synonymous.
Even the term invasive species sometimes is used to
refer to any non-native species, but not all invaders
become harmful.  Generally this term is reserved for
non-native species that cause economic or environ-
mental damage or impair human health.  From a
conservation biology perspective, invasive species are
those that invade natural communities, displace native
species, and tend to dominate ecosystems.

Ichthyologists have attempted to standardize the
terminology pertaining to non-native fishes (Shafland &
Lewis, 1984), but terminology has not been standard-
ized for insects (Frank & McCoy, 1990).  The term
nonindigenous, which is more neutral and general than
most others used to denote the concept of “not native,”
was adopted by the Office of Technology Assessment
in its report on harmful non-native species in the United
States (U.S. Congress, 1993).  We will use the words
nonindigenous and adventive in the following discus-
sion.  Frank and McCoy (1990) suggested that the
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word introduced be restricted to those species that are
deliberately or intentionally introduced for biological
control or other purposes.  Such usage, however,
conflicts with that adopted by the International Plant
Protection Convention: the entry of a pest [through any
means] resulting in its establishment1 .

Historical Interest in Adventive Insects

The record of Old World insects in colonial America is
scant.  As Turnbull (1980) pointed out, the early colo-
nists were mostly concerned with their own survival
and the rigors of “taming and civilizing a wild and often
inhospitable continent.”  Although the colonists were
aware of damage by insects, they usually did not refer
to them specifically when mentioning damage to crops
(Webster, 1892).  Even in more recent times, our
nonindigenous insects tend to be neglected, except
those species that assume importance as pests.  Bates
(1956) commented on the neglect of our non-native
fauna, a neglect he felt extended to applied entomolo-
gists, ecologists, and zoogeographers.

The early years . Insects accidentally introduced from
the Old World are believed to date at least from the
landing of the Mayflower in 1620 (Sailer, 1978).  Only
those species that could survive a long sea voyage
were likely to be introduced and to become established
(McGregor, 1973).  The long voyages, in the words of
Gibbs (1986), “imposed an inadvertent form of
quarantine long before quarantine was formally
practised.”

Among early-colonizing insects were those associated
with stored products and with humans and their
domestic animals.  Crop pests probably were not
among the earliest invaders because the length of
travel hindered their establishment.  Insects apparently
had little effect on the subsistence-level agriculture of
the colonists.  Crops in the first American colonies thus
were “amazingly free” of the insect pests that plague
modern agriculture (Popham & Hall, 1958).  Even
though adverse conditions prevented early colonization
by most Old World insects, some crop pests entered
North America and became established (Sasscer,
1940).

By the end of the 18th century, the United States had
become home to Old World crop pests such as the
codling moth and Hessian fly; human ectoparasites
such as the bed bug and lice; and the housefly, horse
bots, stable fly, and other species associated with
livestock (Herrick, 1929; Sasscer, 1940; McGregor,

1973; Sailer, 1978, 1983).  An estimated 13 species
became established during 1600–1699 and an addi-
tional 17 species during 1700–1799 (McGregor, 1973).

The need for national quarantine legislation.
Despite the expansion of agriculture and development
of commerce that by 1800 had encompassed much of
the world, the number of nonindigenous insects
increased slowly in the United States until about 1860
(Sailer, 1978).  By the mid-19th century, prominent
entomologists such as Asa Fitch and Townend Glover
had begun to express concern about the increasing
number of pests of Old World origin (Sailer, 1978;
Wheeler & Henry, 1992).  An increase in steamship
travel after the American Civil War facilitated the
shipment of living plants, which led to the introduction
and establishment of additional plant pests.  Some
European countries began to restrict the free exchange
of plant material by the last quarter of the 19th century
(Sasscer, 1940; Adamson, 1941).  The United States,
however, was one of the last major nations to adopt
restrictive legislation (Marlatt, 1911), even though it had
enacted public health laws years earlier (Sanderson,
1906).  Howard (1895) referred to the passage of
quarantine laws in the United States as a “crying need
of the ... time.”  It was not until 1912 that the United
States adopted plant-quarantine measures, and it was
not until 1920 that the Plant Quarantine Act of 1912
was fully implemented (Sailer, 1978).  The struggle to
obtain national legislation aimed at limiting the importa-
tion of plant pests is related by Howard (1930, 1933),
Marlatt (1911), and others (see Wheeler & Henry,
1992).  Legislation was opposed by large importing
nurseries (Wheeler & Nixon, 1979) and the Ladies’
Garden Clubs of America (Marlatt, 1953).

It was only because a “continuous, persistent proces-
sion” (Herrick, 1929) of nonindigenous insect pests
threatened U.S. agriculture that our adventive insect
fauna began to receive appreciable attention.  Among
the Old World pests that commanded public notice and
forced Congress to pass restrictive legislation were the
browntail moth, gypsy moth, and San Jose scale (Felt,
1909).

The extent of our nonindigenous insect fauna.  Until
relatively recently, no attempt was made to compile a
list of adventive insects known from North America,
although Pierce (1917) listed 103 nonindigenous insect
species in the United States, and Smith (1929) referred
to 81 adventive insects that were among the most
harmful U.S. plant pests.  Bates (1956) noted the
difficulty of obtaining information on the number of
insect species adventive in the United States and in
other faunas.  Ross’s (1953) estimate of 1,000 such
species stood until McGregor (1973) listed 1,115
species for the continental United States.  Sailer (1978)

1
 Establishment is defined as the “Perpetuation for the foreseeable future, of a pest within

an area after entry.”  Both definitions are from the International Standard for Phytosanitary
Measures No. 5, Glossary of Phytosanitary Terms, 1999.  IPPC/FAO, Rome.
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provided a more precise figure of 1,385 nonindigenous
insect and mite species for the 48 contiguous states,
which he soon revised to 1,683 (Sailer, 1983).  More
recent estimates of the number of nonindigenous
insects are 2,000 (U.S. Congress, 1993; Niemelä &
Mattson, 1996) and 4,500, consisting of 2,000 in the
continental United States plus 2,500 in Hawai’i
(Pimentel et al., 2000).  Nonindigenous insects repre-
sent only 1–2% of our insect fauna, yet they account
for about 50% of losses to U.S. agriculture and horticul-
ture (Marlatt, 1911; McGregor, 1973; Niemelä &
Mattson, 1996).

Pathways of Introduction

The modes or pathways by which adventive insects
enter the United States are dynamic: they change with
technological advances that affect commerce and with
changes in the commodities that move in commerce.
Stowaways have been a source of nonindigenous
insects since the days of the early sailing ships (Swain,
1952; Sailer, 1978).  As late as 1929, the entomologist
J.G. Myers was able to record 41 arthropod species
from a rice ship trading from Burma to the West Indies.
The insects he found on board included three cock-
roach species, a bed bug, a flea, ants, various stored-
product pests, and the house fly (Myers, 1934).  Stow-
aways continue to be problematic aboard airplanes and
other means of conveyance.

General modes of entry recognized by Plant Protection
and Quarantine of the USDA’s Animal and Plant Health
Inspection Service are (J.F. Cavey,  APHIS, PPQ):

• baggage
• cargo, including air and maritime and permit vs.

general cargo
• mail
• and conveyances such as airplanes, railroad cars,

ships, and trucks.
The following account includes pathways that were
more important historically, for example, ship ballast
and nursery stock, as well as current pathways such as
solid wood packing material and unprocessed logs and
timber.  Certain high-risk pathways such as airline
cargo, ballast water, ship hulls, and used tires will not
be discussed.  Readers interested in changes in
proportional representation of the various insect orders
through time should consult the works by Sailer (1978,
1983); an overview of the ways in which insects enter
the United States was given by Swain (1952).

Ship ballast.  Throughout much of the 1800s, ship
ballast traffic allowed numerous soil-inhabiting
organisms to be introduced.  The role that ship ballast
played in the unintentional introduction of certain insect
groups, especially Coleoptera, as well as other
organisms (millipedes, centipedes, and isopods)

associated with soil, was thoroughly researched and
reported by Lindroth (1957).  The insects that were
most likely to be introduced with ballast included the
ground beetles (Carabidae), rove beetles
(Staphylinidae), weevils (Curculionidae), some sawflies
(Tenthredinidae), and ants (Formicidae).

Records indicate the regular use of ballast on board
sailing vessels of the North Atlantic trade routes in the
17th and 18th centuries (Lindroth, 1957).  Ballast
material typically consisted of soil, sand, stones, bricks,
mortar, and other rubble obtained from the vicinity of
the wharves of Europe, and was delivered on shore in
great quantities at ports in Newfoundland, the Cana-
dian Maritime provinces, and New England.  Lindroth
(1957) also demonstrated, after examining old port
records, that the majority of ships engaged in North
American trade sailed from a limited number of ports in
southwestern England.  He compiled a list of 638
species and subspecies of insects common to Europe
and North America, and showed that most of the
species included in this list that were introduced into
North America also occurred in southwestern England.
Lindroth (1957) further stated that “Newfoundland more
than any other part of North America has received an
introduced element of animals and plants from Europe.”

After 1880, evidence suggests that soil ballast no
longer played as significant a role in introducing
additional species from Europe.  Shortly after the Civil
War, however, America saw an increase in trade with
various South American countries.  With an increase in
South American trade, a number of important pest
species began to arrive, again via soil ballast, in the
vicinity of some southeastern and Gulf Coast ports.
Such pests included fire ants (Solenopsis spp.), mole
crickets (Scapteriscus spp.), white-fringed beetles
(Graphognathus spp.), and the vegetable weevil
(Listroderes costirostris obliquus) (Sailer, 1983).

Nursery stock.  Living plants were not a significant
source of Old World insects during the era of the
sailing ships. Seeds and plant parts accounted for the
establishment of some adventive species, but living
plants were unlikely to survive long sea voyages. As
Fogg (1974) noted, plants were “at the mercy of sailors
who treated them with neglect, if not contempt.”

In 1834, the English physician Nathaniel Ward devel-
oped a closed case that allowed growing, rather than
dormant, plants to be shipped long distances.  His
case, eventually referred to as the Wardian Case,
resembled “a miniature, nearly air-sealed greenhouse”
(Lemmon, 1968) or terrarium (Etter, 1973).

Also facilitating the shipment of nursery stock was the
advent of steamship travel in the 1840s.  Demand for
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fruit trees and ornamental plants increased in the
northern states after the Civil War (Sailer, 1978, 1983).
Vast numbers of plants arrived at U.S. ports in the
years before any plant-quarantine laws.  Maryland
received some 3.2 million seedlings, plants, and trees
in 1910 alone (Symons, 1911), and a similar number of
plants arrived in Pennsylvania in 1914 (Surface, 1915).
Much of the plant stock was of inferior quality – packed
by the thousands in a single case and often infested by
insects (Howard, 1912).  The United States became “a
dumping ground for refuse stock” that was sold at
auction or at low prices (or sometimes given away) by
large department stores in New York and Philadelphia
(Marlatt, 1911).

Insect groups particularly susceptible to movement
with nursery stock were scale insects, aphids, leafhop-
pers, and plant bugs (Adamson, 1941; Sailer, 1978,
1983; Hamilton, 1983; Wheeler & Henry, 1992).  The
gypsy moth and browntail moth were among pests
introduced with nursery stock.  Smith (1929) mentioned
that sawflies also are predisposed to successful
introduction with plant shipments.

Solid Wood Packing Material.  Detection of the Asian
longhorned beetle in New York and Chicago (Haack et
al., 1996, 1997; Cavey et al., 1998) emphasized the
importance of solid wood packing material (SWPM) as
a vehicle for the unintentional importation of exotic
forest pests.  Low-grade wood and other wood prod-
ucts, used to support, brace, or package goods and
commodities during shipment from abroad, provide an
excellent pathway for the global movement of bark and
wood-boring beetles (URL: http://
exoticpests.apsnet.org/Papers/allen.htm).  The com-
mon shoot beetle (Tomicus piniperda) is believed to
have been originally introduced into the Great Lakes
region in wooden dunnage that had been discarded at
Great Lakes ports since the 1980s (Haack, 1997).
Another dunnage hitchhiker is the spruce bark beetle
(Ips typographus).  An important European pest of
spruce, it has been repeatedly intercepted at several
U.S. and Canadian ports in the past decade, and it
remains a threat if it enters and establishes in our
native forests.

The immature stages of adventive forest pests can
often complete their development in crating, pallets,
large-dimensional wood spacers and skids, and
dunnage (rough-sawn timber often with bark attached).
They subsequently emerge as adults after commodi-
ties have arrived at their final port or warehouse
destinations.  Most SWPM is considered a by-product
of international trade and is generally discarded.  If
these packaging materials are discarded in or near
natural forested lands, or urban forests, the likelihood

for introduction and establishment of these non-native
forest pests is greatly enhanced.

In both the United States and Canada, numerous
quarantine or potential quarantine pests are repeatedly
intercepted in these aforementioned wooden articles
originating from Asia, Europe, and South America.
Commodities such as wooden wire and cable spools
from China, and wooden crating with ceramic tiles and
marble or granite landscape stones from Brazil and
other foreign ports, are frequently found to be infested
with live wood-boring insects (primarily Cerambycidae
and Scolytidae) in the United States and Canada
(Haack & Cavey, 1997, 1998; also URL: http://
www.pfc.cfs.nrcan.gc.ca/biodiversity/exotics/index

-

e.html).

Unprocessed Logs and Timber. The importation of
unprocessed logs, lumber, and other unmanufactured
wood products into the United States is a primary
pathway for transporting wood borers, bark beetles,
defoliators, and other major forest pests.  This pathway
should always require a comprehensive risk analysis
because it alone could be responsible for the introduc-
tion of serious forest pests and diseases.  For example,
Siberian timber imports represent a potentially high-
risk pathway for a number of serious pest organisms.
Siberia harbors almost half the world’s softwood timber
supply.  Since the late 1980s, several U.S. timber
brokers and lumber companies, running low on domes-
tic sources, have been negotiating for the importation
of raw logs from Far East ports to our West Coast
sawmills (U.S. Congress, 1993).  The risks of introduc-
ing pests such as the Asian gypsy moth (Lymantria
dispar) and the nun moth (Lymantria monacha) with
imported larch (Larix spp.) timber and logs from Siberia
is extremely high.  The establishment of these pests in
Northwest forests could trigger an ecological catastro-
phe, with potential losses amounting to $35–58 billion
(U.S. Congress, 1993).  During the past 100 years, raw
wood, nursery stock imports, or both, also have
allowed several devastating pathogens to enter, such
as those responsible for chestnut blight, Dutch elm
disease, and white pine blister rust (U.S. Congress,
1993).

Pest Detection Initiatives and Surveys

Intercepting invading species at ports of entry is of
paramount importance in protecting American agricul-
ture from nonindigenous plant pests.  We would also
stress the value of detecting insects that pass through
our front line of defense before they can become
established over a wide area.  We agree with the
philosophy of Davis (1962): “Any time qualified person-
nel are surveying for insects, they are in a position to

7



do some detection work.”  A key word here is qualified,
for the chances of detecting an adventive species
increase with a field observer’s increasing knowledge
of the local fauna (Hoebeke & Wheeler, 1983).  Far less
efficient in terms of time and money is the mass
collection (e.g., by sweep-netting or blacklighting) of
insects by untrained personnel, followed by a laborious
sorting of specimens and the eventual recognition of
any new invaders by taxonomic specialists.

Insect Pest Survey Bulletin.  By the early 1920s, the
USDA’s Bureau of Entomology realized that rapid
advances of the preceding decade dictated a change in
the agency’s philosophy.  Apparent was a need for
more comprehensive insect survey that would as-
semble data on pest abundance and outbreaks,
weather, phenology, and other information.

In 1921 the Bureau of Entomology launched the “Insect
Pest Survey Bulletin,” a monthly publication on current
insect conditions throughout the United States.  Coop-
erators in this survey were state entomologists, agricul-
tural experiment stations in the land-grant colleges,
state departments of agriculture, and others.  The
format used in the first issue (May 1, 1921), and
generally in subsequent numbers, was to arrange
insect survey information by cereal and forage crops,
cotton, fruit trees, truck crops, and forest and shade
trees; household and stored-product pests sometimes
were covered.  Special reports, for example, on insect
outbreaks, were issued shortly after the information
was received.  Also appearing irregularly were supple-
mental reports on the status of certain adventive pests,
such as the European corn borer.  In 1923 (Vol. 3), a
monthly review of insect conditions in Canada was
added.

Published through 1942 and often overlooked by
entomologists as a source of qualitative, historical
information, the Insect Pest Survey Bulletin provided
new state records (though not identified as such),
notes on extent of crop damage, and biological tidbits
such as adult emergence and oviposition times.  At the
end of each year’s volume is an index of scientific
names, cross-referenced to common names, that
facilitates the retrieval of information.

Special Port-of-Entry Survey during World War II.
An increase in wartime traffic, with the inevitable
relaxation of quarantine vigilance, increased the
likelihood of non-native pests entering the country.  In
June 1943 a special survey, financed by Presidential
Emergency Funds, was initiated for ports of entry.  The

U.S. periphery (except the border with Canada) was
divided into four districts: Pacific Coast, Mexican
Border, Gulf Coast, and Atlantic Coast.  Nearly year-
round surveys were conducted in southern California,
the Rio Grande Valley of Texas, and in other states that
border the Gulf of Mexico.  Inspection was most
intensive in the case of field crops, home gardens,
orchards, and ornamentals; attention also was given to
certain wild plants that are members of families closely
related to important crop plants.  Special surveys were
carried out for the Mexican rice borer in the Imperial
Valley of California and adjacent regions of Arizona and
Mexico and for three adventive wood-boring beetles
(two bostrichids and a cerambycid) that were not
known to be established in the United States.

The “Special Survey for Insect Pests and Plant Dis-
eases in the Vicinity of Ports of Entry” was the largest
pest survey ever conducted in the United States.
Under the supervision of the Bureau of Entomology
and Plant Quarantine, the survey involved 92 persons
(82 of whom were professional) for 25 months (June
1943–June 1945).  Inspections amounted to more than
63,000 man-hours.  Nearly 32,000 lots of insects and
more than 5,600 samples of diseased plants were
submitted to specialists for identification.  Survey
accomplishments included the first U.S. records of at
least 41 insect species and 17 plant pathogens, plus
the collection of 128 insects and 28 phytopathogens
new or probably new to science.  The rearing of
immature insects also resulted in considerable new
information on host plants, life history, and distribution,
as well as specimens representing about 140 species
of parasitoids, many of them undescribed.  Although
few serious plant pests were detected, seven insect
species considered injurious in the West Indies and
countries south of the Mexican border were found in
Florida and Texas.

Many entomologists and plant regulatory specialists no
doubt are unfamiliar with this special  port survey
undertaken during World War II.  Information in the
foregoing paragraphs was taken from the publications
by Sasscer (1946), Haeussler and Leiby (1952), and
USDA (1960).

CEIR/CPPR/Plant Pest News.  In April 1951, the
USDA–APHIS–PPQ developed a plan for “strengthen-
ing cooperative insect pest surveys in the United
States,” noting that agricultural workers of the country
needed a more current and complete nationwide
system of cooperative economic insect reporting.
What resulted was the “Cooperative Economic Insect
Report” (CEIR), a weekly summary of  the current
status of economically important insect pests from
across the United States.
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The first CEIR report was issued on July 31, 1951, and
publication ceased with volume 25 in 1975.  It was
replaced by the “Cooperative Plant Pest Report”
(CPPR) on January 30, 1976.  This expanded reporting
system included other pests of plants and animals,
such as diseases, snails and slugs, and weeds.  This
publication was distributed weekly to federal and state
agencies, universities, farmers, and others interested in
containing or controlling pests in the United States.
The data included in this publication were compiled
from reports submitted by cooperating state, federal,
and other agricultural specialists.  A “special reports”
section in the CPPR documented any new insect
detections—that is, any adventive species—in the
United States.  The CPPR terminated with volume 5 in
October 1980.

In March 1981, the newsletter “Plant Pest News” was
initiated.  Directed toward plant-protection activities, it
was published instead of the CPPR, which had dealt
mainly with domestic pests.  This newsletter instead
emphasized 1) significant new U.S. records, 2) alerts to
impending danger of new pests, 3) first finds of
unestablished, economically important pests in regions
distant from infested/infected areas in the United
States, and 4) significant interceptions at U.S. ports of
entry.  The last of these “Plant Pest News” reports
appeared in August 1981.

A particularly informative series of short papers
appeared periodically in the CEIR, CPPR, and the
APHIS 81 series.  They detailed economic importance,
geographic distribution, hosts, life history, and descrip-
tions of various important exotic insect and mite pests,
snails, slugs, and fungal, bacterial, and viral plant
diseases.  This compilation of papers was called
“Insects Not Known to Occur in the United States”
(INKTO) and “Pests Not Known to Occur in the United
States” (PNKTO).  It was initiated early in 1957 to help
strengthen detection programs against foreign insect
pests not known to be established in this country.  As of
January 15, 1991, at least 267 individual exotic pest
reports were indexed in a directory to INKTOs and
PNKTOs.

The McGregor Report.  In 1971, the U.S. Department
of Agriculture established an eight-member task force,
chaired by Russell C. McGregor (Berkeley, CA), to
review the effectiveness of plant quarantines in pre-
venting the entry of exotic pests into the United States,
and to define the risks associated with the potential
entry and establishment of specific exotic pests and
diseases.  A final evaluation report entitled “The
Emigrant Pests” but commonly called “The McGregor
Report,” was completed in 1973 and submitted to the
Administrator of USDA, APHIS.  It provided 1) an
analysis of the threat exotic pests pose to the environ-

ment and agriculture of the United States, 2) an
evaluation of the USDA’s inspection and quarantine
programs, and 3) a proposal for increasing plant-health
protection on a global basis (McGregor, 1973).
Among the various recommendations made by this
task force, the principal ones included 1) that regula-
tory officials continue to recognize and emphasize the
worldwide movement of pests through global trade and
that measures against foreign shippers be strength-
ened, 2) that exclusion activities against high-risk pests
of foreign origin that are not yet established be empha-
sized, 3) that more information on the distribution,
survival potential, and colonization characteristics of
exotic pests be acquired to reduce biological uncer-
tainty associated with these potential invaders, and 4)
that the shared responsibility of the public and private
sectors in protecting American agriculture receive more
attention.  These recommendations were further
evaluated by an APHIS Evaluation Task Force in 1974
and again in 1985 by a Blue Ribbon Panel (a study of
agricultural quarantine inspection programs of USDA,
APHIS, PPQ).  As a part of this overall effort, the task
force, led by Reece Sailer, also compiled an extensive
list of more than 1,100 immigrant insects and related
arthropods established in the United States (see also
above discussion under Historical Interest in Adventive
Insects).

High Hazard Pest Survey. America’s first lines of
defense against the unintentional entry of any exotic
insect pest traditionally have been plant-quarantine
restrictions imposed at the ports of entry and the
rigorous inspection of goods and cargo.  Interceptions
of significant plant pests at the major ports are com-
monplace; each year, the total number of interceptions
usually exceeds 30,000–40,000.  America’s second
line of defense has been the implementation of effec-
tive and thorough survey and detection efforts to locate
new pests that may have escaped inspections at entry
points.

Across the country, many state departments of agricul-
ture employ a network of insect survey programs.  In
addition to these state surveys, a program for early
pest detection was initiated by the USDA, APHIS, PPQ
in June 1977.  The primary objective of this exotic
surveillance, coined the “High Hazard Pest Survey,”
was the detection of any foreign plant pest of impor-
tance to American agriculture at potential introduction
sites before their widespread establishment.  Histori-
cally, more than 90% of all exotic plant pest introduc-
tions have occurred near major seaports and airports,
or near border regions.  These areas surrounding the
major ports have become prime targets for federal
inspectors, and have assumed “high-hazard” status.
These high-hazard designations are loosely defined as
any area within a 100-mile radius of major ports of
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entry.  Special emphasis, in terms of survey and
collection of specimens, was placed on cultivated tracts
of land within this 100-mile zone.  Actual collecting
sites (e.g., airports, military establishments, railroad
yards, truck terminals, etc.) were chosen on the basis
of ecology, history, exposure, and destinations.

One of the centers of identification for the High Hazard
Pest Survey was located at Cornell University, where
the second author was the principal identifier of
specimens submitted from the Northeast region.  As a
result of this single pest-survey initiative, as many as
eight non-native insect species were identified for the
first time from the Western Hemisphere or North
America.  Most of these species appear to be innocu-
ous and pose little, if any, threat to agriculture, but they
nonetheless represented new records of adventive
species in North America.  One coleopteran, the
mangold flea beetle (Chaetocnema concinna), a minor
pest of various chenopodiaceous crops in Europe, was
among those first-time discoveries.  Several other
centers of identification also identified specimens
generated by this unique detection survey.

Cooperative Agricultural Pest Survey (CAPS).  The
Cooperative Agricultural Pest Survey is a combined
effort by federal and state agricultural organizations to
conduct surveillance, detection, and monitoring of
agricultural crop pests and biological-control agents.
Survey targets include weeds, plant diseases, insects,
nematodes, and other invertebrates of importance to
American agriculture, horticulture, and forestry.  Com-
ponents of this program include 1) survey, detection,
and identification activities in the field and laboratory, 2)
state-level databases on exotic pest interceptions and
their subsequent distribution, 3) a national database,
the National Agricultural Pest Information System
(NAPIS), and 4) an electronic information exchange
system.  The U.S. Department of Agriculture (APHIS,
PPQ) provides national and regional coordination,
funding, and technical support for federal and coopera-
tive survey projects.

CAPS evolved from an earlier initiative begun by the
Intersociety Plant Protection Consortium in 1980.  First
known as the Cooperative National Plant Pest Survey
and Detection Program, it was envisioned as a coordi-
nating mechanism for all pest surveys in the United
States.  In 1992, CAPS was redirected to emphasize a
set of goals and objectives more realistically suited to
the available resources and to better reflect the mission
of Plant Protection and Quarantine.  The current goals
of CAPS are to 1) detect exotic pests before they can
become well established, 2) to facilitate the export of
U.S. agricultural products, and 3) to collect and man-
age survey data from PPQ cooperative programs.  All

of these goals help PPQ to meet its legally mandated
responsibilities (URL: http://ceris.purdue.edu/napis/
caps.html).

Hoebeke–Wheeler Detection Trips.  With a well-
founded knowledge of the local insect fauna of the
Northeast and the ability to recognize unfamiliar
species associated with naturalized weeds, we have
conducted our own survey and detection trips to areas
in the northeastern United States and eastern Canada,
including the Maritime provinces of Nova Scotia, New
Brunswick, and Prince Edward Island.  We emphasize
nonindigenous species that have gone undetected.
From 1978 to the present, we have collected in areas
considered particularly vulnerable to invaders, such as
industrial sites in urban settings, railroad yards, dis-
turbed waste sites, and open fields near airports or
seaports.  We have visited Baltimore, Norfolk–Newport
News, Boston, Philadelphia, Halifax, St. John, and
Sydney.  Sweeping and collecting from various non-
native weeds in these high-risk sites has consistently
yielded numerous first-time records of adventive
insects.  Our general collecting of insects in the North-
east has turned up at least 12 adventive species that
were new to North America, and additional adventive
species known only from a few North American
localities.

Our discoveries, plus detections made during the “High
Hazard Pest Survey” conducted by USDA, APHIS in
the late 1970s and other federal and state surveys,
have further demonstrated our inadequate knowledge
of North American insects.  Turnbull (1979) acknowl-
edged our “ignorance of the recent changes in the
insect fauna.”

North American Immigrant Arthropod Database
(NAIAD) . Known previously as WHIAD – the Western
Hemisphere Immigrant Arthropod Database (Anony-
mous, 1986) – the computerized North American
Immigrant Arthropod Database (NAIAD) began in
1980.  The intent was to provide a generally accessible,
computerized compendium of the vast and dispersed
body of knowledge on the immigrant arthropod fauna of
North America (Knutson et al., 1990).  This interactive
database contains 51 subject fields of core data (e.g.,
geographic origin, date of entry and distribution, hosts,
etc.) on 1,800 species of arthropods not native to
America north of Mexico.  The species data files
actually grew from the work of the late Reece I. Sailer
that began in about 1968.  He had developed a hard
copy file of core data on nonindigenous insects and
mites in North America and Hawai‘i (see also above
discussion under The Extent of Our Nonindigenous
Insect Fauna).
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Northeast Exotic Pest Survey Committee (NEPSC).
In 1991, the Northeast Region (NER: USDA, APHIS,
PPQ) redirected its existing exotic pest-survey efforts
by modifying the process by which survey targets,
among pest species not known to occur in the United
States, are selected.  The NER appointed a committee
to research and make recommendations toward
accomplishing this exotic pest survey.  This group,
initially known as the Pest Interception Committee, later
chose the name Northeastern Exotic Pest Survey
Committee.  The idea is to target exotic pests that are
frequently intercepted at NER ports of entry and those
likely to become established in the northeastern United
States.  Objectives of the committee are 1) to generate
a list of pests frequently intercepted and to develop a
plan for distributing the list to state regulatory officials
and the Cooperative Agricultural Pest Survey (CAPS)
community, 2) to develop criteria –  winter tolerance,
host specificity and availability, survey methodology,
taxonomic status, destination, potential economic
impact, entry potential, and establishment potential –
for assessing risk and consequence of establishment
of potential target pests, 3) to apply the same criteria to
the list of frequently intercepted pests and rank poten-
tial targets, and 4) to select target pests, survey
methods, and geographic sites for future survey efforts.
In 1998, the NER joined with the Southeastern Region
(SER) to accomplish these same goals for the eastern
United States; this group is now referred to as the
Eastern Pest Survey Committee (EPSC).

Recent Federal Recommendations and
Summaries

The difficulty of keeping nonindigenous species from
invading and becoming established in the United
States was captured by Bright (1998): “Bioinvasion is a
deeply unsatisfying policy topic.  It is messy, frustrating,
depressing, and unpredictable: it does not lend itself to
neat solutions.”  His words appeared in the same year
that President Clinton issued an executive order
addressing the continuing threat posed by invasive
species.  Here we review that Presidential Executive
Order plus two important reports that may affect the
way in which APHIS, PPQ attempts to prevent new,
harmful pests from entering the country.

On February 3, 1999, President William Jefferson
Clinton signed Executive Order 13112 on Invasive
Alien Species.  The order established an Invasive
Species Council to be co-chaired by the Secretaries of
the U.S. Departments of the Interior, Agriculture, and
Commerce, and including federal agency head mem-

bership from State, Defense, Treasury, Transportation,
and the Environmental Protection Agency.  This
executive order directed the council to “provide national
leadership on invasive species” by developing a
national invasive species management plan (by August
2000), which ultimately would increase coordination of
federal agencies to 1) prevent introductions, 2) detect,
respond rapidly, and control populations, 3) monitor, 4)
restore native species and habitats, 5) conduct re-
search and develop mitigation strategies, and 6)
promote public education.

OTA Report.  A 1993 report from the Office of Technol-
ogy Assessment (OTA), U.S. Congress, stated that
harmful nonindigenous species annually cost our
nation millions to billions of dollars and cause signifi-
cant and growing environmental problems.  The three
major focal points of this study and report included 1)
an overview of the status of harmful non-indigenous
species in the United States, 2) an analysis of the
technological issues involved in dealing with invasive
species, and 3) an examination of the institutional
organization in place (U.S. Congress 1993).

Safeguarding Report.  A recent stakeholder review of
the APHIS, PPQ safeguarding system in the United
States, entitled “Safeguarding American Plant Re-
sources” (National Plant Board, 1999), was conducted
by the National Plant Board at the request of Congress.
To improve their mandated safeguarding procedures,
APHIS, PPQ sought input from key external stakehold-
ers (academia, government, industry, and non-govern-
ment organizations) through a formal review process.
Four areas that were examined intensively and queried
by the review panel included pest-exclusion activities,
pest-detection approaches, acquisition of international
pest information, and the permits system.

The overriding theme of the Safeguarding Report is
that in our expanding global marketplaces of today and
the future, “international travel and trade have not only
made borders irrelevant, but also dramatically in-
creased the risk of invasive plant pest introductions.”
The report emphasized that “recent breaches of the
APHIS, PPQ safeguarding system that led to entry of
dangerous invasive plant pests into the U.S. have
raised concerns that current organizational policies and
procedures are inadequate to execute Agency (APHIS,
PPQ) functions.”  Multiple introductions of the Medfly in
Florida and California, and the Asian longhorned beetle
in New York and Chicago, with the discovery of citrus
canker infestations in Florida, all serve to demonstrate
the extreme risks brought about by the expansion of
global travel and trade.

11



The Future

We began by referring to the increasing homogeniza-
tion of the Earth’s biota.  For some the future seems
particularly dismal.  Soulé (1990), for example, stated
that “a blanket opposition to exotics will become more
expensive, more irrational, and finally counterproduc-
tive as the trickle becomes a flood.”  Metcalf (1996)
considered it inevitable that most of the world’s worst
pests will become cosmopolitan by the end of the 21st
century.

C.L. Marlatt, a prominent federal entomologist, sug-
gested late in the 19th century that a laissez-faire
approach be taken to the quarantine problem.  He
remarked that “one may even question whether it would
not be better in the long run, instead of trying to keep
out injurious insects, with the necessary and mischie-
vous restrictions on commerce of all sorts, to let such
matters take their own course” (Marlatt, 1899).  Impor-
tant nonindigenous plant pests often do establish an
equilibrium in an agroecosystem, a formerly serious
invader eventually being reduced in status to only an
occasional or a secondary pest (e.g., Kogan,  1982).
Yet the USDA, by mandate, must continue all attempts
to exclude invading organisms.  Ruesink et al. (1995)
advocated constraint – a guilty-until-proven-innocent
philosophy of risk assessment by the USDA.  The
USDA, APHIS, PPQ’s development of a database of
potentially destructive insect invaders as an early-
warning system (Entomological Society of America
Newsletter, Vol. 21, No. 11, Nov. 1998), coupled with
the adoption of certain recommendations in the Safe-
guarding Report, should help to forestall an actual
cosmopolitanization of our insect fauna.
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Abstract

This review concentrates on the principles of surveying for exotic invaders with semiochemical-baited traps and
examines three possible strategies for improving detection of exotic insects.  1) What constrains the development
of traps having an extended range of attraction?  2) Is the trap’s detection sensitivity influenced by the failure of
some insects attracted to a trap to be captured?  3) What empirical and simulation techniques can be used to
enhance our understanding of the meaning zero trap catch and to optimize spatial patterns of deployment?  Se-
lected evidence from a variety of survey and detection cases is considered, but examples relate mainly to survey
methods used to detect the spread and invasion of the gypsy moth (Lymantria dispar), which is a species of
special interest.  It is concluded that improvements in the technology of trapping are attainable with simple behav-
ioral assays.  Such improvements should lower the cost of surveys and enhance their reliability.  Correlation of
negative trap catch with the probability of missing an incipient infestation remains at the heart of survey interpreta-
tion.  Mark-recapture protocols and simulation modeling are two techniques that should prove useful for improving
patterns of trap deployment and interpretation of survey results

Semiochemical-baited traps are widely used for
monitoring of insect movement and detection of
invasive species.  Such traps release odorants mediat-
ing flight towards a wide variety of resources, including
attraction to a mate, to sources of adult food, or to an
oviposition site.  Many kinds of survey traps are baited
with sex-attractant pheromones; when pheromone-
baited traps are deployed in a grid, they often are
capable of detecting populations at very low density.
Traps baited with lures based on odors used in detect-
ing adult food also have proven crucial to some survey
programs that attempt to detect a spectrum of true fruit
fly species with a single type of trap.  Other monitoring
programs for tree-infesting beetles have relied on traps
baited with host odor such as alpha-pinene or ethanol.
Such non-specific lures may sample insect populations
only in the immediate vicinity of the trap.  In a few
cases, the behavioral and ecological raison d’être for
attraction to a compound remains enigmatic.  For
example, for 85 years male Mediterranean fruit flies,
Ceratitis capitata, have been known to be attracted to
methyleugenol (called “medlure”).  One possible
explanation for the attractive properties of medlure and
the related compound trimedlure is that both stimulate

aggregation (lekking) behavior of males as a prelude to
attraction of females and mating.  These two com-
pounds, however, are not released by males, nor do
they seem to be released by plants on which natural
aggregations occur in the field (Cunningham, 1989).
There are also many trapping systems based on insect
attraction to traps that mimic only the visual features of
a resource.  For example, the attraction of many
phytophagous insects to yellow panels (typically with a
peak reflectance of light near 550 nm) relies on this
hue mimicking the peak wavelength of reflectance from
green leaves.  These selected examples illustrate that
trap-based survey and detection programs rely on a
spectrum of insect responses to resources.

The probability of detecting of an incipient population is
highly correlated to the density of traps, and the cost of
deploying a survey grid rises with density of traps set
out.  There would appear to be two seemingly straight-
forward ways to improve the sensitivity of survey traps:
first, enhance the “range” of a trap by luring insects
over greater distances, or, second, capture a greater
proportion of insects arriving at the immediate vicinity
of the trap.  Regardless of the traps’ range and effi-
ciency of capture, interpretation of trap catch is a
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Figure 1.  View from above of a 2-D representation of the instanta-
neous, above-threshold concentration of semiochemical from a
point source dispersed in wind.  The plume’s origin is from the top
and the plume’s meandering path is caused by changes in the
wind’s velocity and direction.  The arrows indicate instantaneous
wind direction.  An organism attempting to locate the source of the
odorant by flying upwind while within the plume frequently would
encounter gaps of “clean” air and an upwind trajectory often would
take the responder beyond the plume’s boundaries.

fundamental problem.  For example, interpretation of
zero catch in a grid of survey traps remains problem-
atic: What is the probability that the survey has failed to
detect a population?  Conversely, when one or more
adults are recovered from a trap, it can be difficult to
determine from where the trapped individuals originate.

This review will emphasize the principles of surveying
for exotic invaders with semiochemical-baited traps and
examine three possible strategies for improving detec-
tion of exotic insects.  First, what constrains the
development of traps having an extended range of
attraction?  Second, is the trap’s detection sensitivity
influenced by the failure of some insects attracted to a
trap to be captured?  These two issues are related to
how a plume of semiochemical diffuses in wind and
how the target insect reacts to this dispersion pattern
and instantaneous wind direction.  A third consideration
is what empirical and simulation techniques can be
used to enhance our understanding of the meaning
zero trap catch and to optimize spatial patterns of
deployment?

To explore these issues, selected evidence from a
variety of survey and detection cases will be consid-
ered, but a principal example will be survey methods to
detect the spread and invasion of the gypsy moth
(Lymantria dispar).  This species is of special interest
because established populations, now ranging from
throughout the northeastern United States south to the
Carolinas and to the upper Midwest, have the potential
to invade much of the remaining United States, and
there is an active management program (STS or Slow
the Spread) to retard its range expansion.  Also, there
is an occasional introduction of the Asian strain of the
gypsy moth, usually to the west coast of North America
via commercial shipping from the Russian Far East.
The Asian strain is of special concern because, unlike
its established North American counterpart, the female
is capable of flight, and, therefore, the potential for
rapid range expansion is greater than with the North
America strain.  Gypsy moth invasion is detected by
capture of males in traps baited with (+)-disparlure, the
female-emitted pheromone.  The number of gypsy
moth traps deployed in the United States by state
agencies in cooperation with APHIS and the Forest
Service is remarkable: 300,000 to 350,000 yearly.  The
cost to procure, set and retrieve an individual survey
trap varies with the density of placement, terrain, and
to some extent how an agency calculates costs: cost
per trap ranged between $18 and $80.  In 2000, APHIS
estimated the expenses  for monitoring of the Asian
and European strains at $5,735,671.  The cost of traps
used in the Slow the Spread (STS) Program was
$4,490,000, for a combined total of $10,225,671 (V.C.
Mastro, APHIS, PPQ, personal communication).

Meteorological and Behavioral Factors
Influencing Trapping Range

Patterns of pheromone dispersion.   Turbulent
diffusion is the dominant process influencing the
structure of odor plumes as they are transported
downwind (Murlis et al., 1992).  Molecular diffusion in
contrast has relatively little effect on the plume disper-
sion because its scale of movement (ca. 2 mm s–1) is
comparatively small.  Turbulence causes an initially
small emission of odorant to expand into a plume
comprised of odor filaments interspersed with pockets
of “clean” air (Figure 1).  When an odor is sampled at a
fixed position downwind, it appears as a series of
bursts interspersed with gaps of “clean” air (Murlis et
al., 2000).  When the signal is present, it fluctuates
continually in intensity.  The absence of the signal over
large fractions of a second or longer intervals of time
becomes more prevalent as the distance away from the
odorant source increases.  As the plume is carried
downwind and expands, the average concentration of
odor within the plume’s boundaries declines.  Moment-
to-moment contact with individual filaments of odorant
seems to govern the insect’s upwind heading and
velocity, at least among moths (Mafra-Neto & Cardé,
1994; Vickers & Baker, 1994).

Many meters away from the odor’s source, some
filaments still harbor relatively high concentrations of
odor, suggesting that insects should detect odorant
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from a trap at substantial distances downwind.  Experi-
mental evidence for such behavioral capabilities in
insects is limited but persuasive.  Individually caged
male gypsy moths show by a wing-fanning response
that they can readily detect a plume of synthetic
pheromone in a forest at least 120 m downwind of its
source (Elkinton et al., 1987).  Presence of an odorant
in an above-threshold concentration, however, does not
signify that there is sufficient information available for a
male moth to routinely navigate a course to the plume’s
origin.  When gypsy moth males detecting pheromone
(as evidenced by wing fanning) were released at
distances up to 120 m downwind of the pheromone
source, fewer than 10% of the males eventually
reached the pheromone source (Elkinton et al., 1987).
Those males that located the source did so with a
mean transit time of 9 minutes.  Had their flight been
continuous and directly along the plume, males should
have reached the source within several minutes, given
their observed average net velocity of ca. 0.5 m s–1

flying along pheromone plumes in the field (Willis et al.,
1994).  The first problem is that turbulence causes the
plume to be discontinuous (Figure 1), with the conse-
quence that a male flying along the plume will encoun-
ter patches within the plume where pheromone is not
detected.  If the gap in the detection of odor is about a
second or longer, progress toward the source ceases
(Kuenen & Cardé, 1994).  The second issue is that
changes in wind direction and velocity cause the plume
to meander, with the instantaneous direction upwind
being aligned only infrequently with the plume’s long
axis (Figure 1) (Elkinton et al., 1987; Brady et al.,
1989).

Orientation to plumes from distant odor sources.
Progress upwind with the plume is mediated by
optomotor anemotaxis (reviews: Baker, 1990; Arbas et
al., 1993; Cardé, 1996).  The only mechanism by which
airborne organisms can detect the direction of wind
flow while airborne is to apprise visually how wind has
altered their flight path.  In brief, this mechanism uses
the flow of the insect’s visual surround to determine its
direction of movement with respect to the wind.  If the
flow of the visual field beneath the insect is front-to-
back, then the insect is aligned with the wind.  Upwind-
versus downwind direction could be set by comparing
the rate of its perception of longitudinal flow and either
thrust or mechanosensory information.  If the flow of
the visual field has a transverse (to-the-side) compo-
nent, then the insect can gauge that its trajectory is not
directly upwind and redirect its course.  Optomotor
anemotaxis has been verified experimentally using
wind tunnel assays in several moth families and in
Drosophila flies (David, 1982) and Aedes mosquitoes
(Kennedy, 1940).

A second mechanism to achieve upwind displacement
is “aim-and-shoot.”  In this maneuver, the insect simply
uses mechanoreceptors to detect the upwind direction
before take-off.  The direction of the ensuing flight path
is maintained by following a visual course aimed
towards the previously sensed upwind direction.  If
contact with odor is lost, then landing ensues; if
odorant is encountered again, flight resumes.  Because
of the plume’s fragmented nature and discontinuities
between the wind direction and the plume’s long axis,
progress towards the odor source over distances of
many meters would occur as a series of “steps” of
intermittent flights and landings.  Evidence for the aim-
and-shoot maneuver comes mainly from onion maggot
flies (Dindonis & Miller, 1980), cabbage root flies (Finch
& Skinner, 1982) and tsetse flies (Bursell, 1987; Brady
et al., 1990).  It is important to recognize that many, if
not all, of the insects employing the aim-and-shoot
maneuver may switch while in flight to conventional
optomotor anemotaxis.  The optomotor reaction might
be engaged either when wind is of sufficient magnitude
to supply unambiguous directional information, or when
the course set by aim-and-shoot maneuver and the
upwind direction gauged by the optomotor response
are in conflict.  The precise wind velocities influencing
the presumed shuttle between these two maneuvers
remain to be determined, but such a redundancy in
orientation strategies would seem to be an advanta-
geous way to cope with either wind speeds or light
levels that might be insufficient for the optomotor
reaction.

Significance of plume structure and orientation
mechanisms to the effective range of a
semiochemical lure.   Because of the fragmented
distribution of odor within the plume, an insect heading
upwind within the plume’s boundaries frequently will
encounter patches of odorant-free air, especially well
downwind of the odorant’s source where signal inter-
mittency is high (Figure 1).  When such gaps in odorant
are encountered, upwind movement ceases.  Further
progress towards the source of the odorant requires a
strategy for re-contacting the odorant.  An insect may
either “cast” (side-to-side-sweeps without upwind
progress) (Keuenen & Cardé, 1994) or loop downwind
(Kerguelen & Cardé, 1997).  If the odorant is re-
contacted, then upwind flight can resume.  The fre-
quent misalignment of the upwind direction with the
plume’s long axis (Figure 1) means that an insect flying
upwind within the odor plume often will exit the plume,
but the strategies of casting or looping will facilitate
plume re-entry.

The plume’s patchy internal structure and the misalign-
ment of the instantaneous wind direction with the
plume’s long axis both dictate that gypsy moth males
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could not routinely (or quickly) navigate a course to a
pheromone source located quite some distance
upwind, despite their ability to detect the presence of
the pheromone (Elkinton et al., 1987).  Female gypsy
moths, communicating their availability and their
upwind location by release of pheromone, face the
same meteorological constraints to extending of their
distance of communication as those that limit the range
of pheromone-baited traps.  Increasing the rate of
pheromone release will not appreciably increase the
probability of females or traps luring a moth, even
though the detectable threshold will extend farther
downwind.  (A parallel situation exists for males; males
that are more sensitive to pheromone – that is those
having a lower threshold of response – would be able
to detect a plume at increased distances away from the
female, but their ability to find the female would remain
constrained by the characteristics of a patchy plume
and the misalignment of wind direction and the plume’s
long axis.)  The limitations of plume fragmentation and
instantaneous wind direction are applicable to all
organisms orienting upwind to point sources of odor-
ant.  Therefore, attempts to devise detection traps that
are more sensitive by increasing the rate of lure
emission face meteorological limitations.

Meteorological and Behavioral Factors
Influencing Capture in Traps

Measuring efficiency of trap capture.  Leaving aside
the issues of long-distance orientation, what is the
probability of an insect being captured after it has
arrived at the vicinity of the trap?  There are relatively
few quantitative studies bearing on this issue, but those
that are available suggest that trapping efficacy varies
widely.  Lewis and Macaulay (1976) compared the
catch of six types of pheromone trap baited identically
for the pea moth, Cydia nigricana.  The magnitude of
catch varied by a factor of 10, and direct behavioral
observations of males showed that the efficiency of
capture of males arriving within 2 cm of the trap varied
from 12 to 48%.  Some of these differences seemed to
be explained by differences in the retentive properties
of sticky traps and by the area of the trapping surface.
Another important factor (considered explicitly in a
following section) was the characteristics of the phero-
mone plume emanating from the trap.

Phillips and Wyatt (1992) advocated direct behavioral
observations for determining how permutations of trap
design alter trap catch.  By simply varying the angle of
entrance ramps to two types of sticky trap baited with
food odor, catch of cockroaches was altered by a factor
of about two.  But the way in which catch was altered
varied with ramp angle: few insects entered a trap with

60  angle ramp, but none escaped.  All insects entered
the 0  angle ramp, but half escaped.  Such observa-
tions can guide improvements in trap design.

Elkinton and Childs (1983) compared the efficiency
(the proportion of those males approaching the trap
that is captured) for the gypsy moth of two trap types.
Both types were baited with pheromone, (+)-disparlure.
The “milk-carton trap,” a trap with eight moth-sized
entry ports, two on each side of the trap, was com-
pared with the sticky wing trap.  The milk carton trap is
widely used in areas where gypsy moths are estab-
lished because it has a collection capacity of hundreds
of males, and its efficiency is not altered by the pres-
ence of males in the trap, except in the usual circum-
stance that there are so many males in the trap that
their decomposition produces repellent odors (Elkinton,
1987).  In contrast, the sticky surface of a wing trap is
much less able to retain males once its retentive
surfaces become paved with males and wing scales.
Its efficiency therefore declines precipitously as males
are captured.

The wing trap is similar in trapping principle to the
sticky Delta trap now used for detection of gypsy moths
in non-infested areas or for delimitation surveys of
newly found, very low density invasions.  In practice,
the comparatively simple Delta trap should be ideal for
survey and delimitation (provided its information is
interpreted correctly) because, from a management
perspective, presence of males versus their absence is
the most salient information, provided that this informa-
tion can be interpreted correctly.  The capture of a
single male signifies the need for a follow-up delimita-
tion survey.  The presence of several males is sufficient
information for the manager to assume the presence of
a nearby breeding population.

Elkinton and Childs (1983) found that milk-carton traps
captured 10% of gypsy moth males approaching within
2 m of the trap and 44% of males contacting the trap;
for fresh wing traps the proportions were 20 and 76%,
respectively.  Males that were not captured were
observed to leave the test area, although one cannot
be certain that they did not subsequently reorient to the
trap.  Assuming that the Delta traps and wing traps
have similar trapping efficiencies, the relevance of such
observations is quite apparent: if the trap could be
modified to be more efficient, the sensitivity of the
survey system should be enhanced, although by what
factor cannot be inferred.  Males that are not captured
and depart from the vicinity of the trap may be subject
to mortality or they may disperse beyond the effective
range of the trap.

Evidence from mark-release-recapture trials with the
gypsy moth (Elkinton & Cardé, 1980) suggests that the
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Figure 2.  Effect of dose of pheromone in the dispenser on trap
capture.  For the oriental fruit moth (Grapholita molesta), capture
peaks near 100 µg and declines sharply at higher doses (Baker &
Cardé, 1979).  For the gypsy moth (Lymantria dispar), trap capture
increases gradually and reaches a plateau at the highest doses
(Cardé et al., 1977; Plimmer et al., 1977).

daily mortality plus emigration from the trap grid of
males in a Michigan forest was 96%.  When gypsy
moth males fly in the absence of pheromone (ranging
flight in “search” of a female), their trajectories appear
to be random with respect to the direction of the wind
(Elkinton & Cardé, 1983).  Therefore, males that have
not been captured on a given encounter with a trap
may never be captured because of mortality or dis-
persal.

Effect of rate of semiochemical emission on
capture efficiency.   The effect of the rate of
semiochemical emission has so far been considered
for its effect on the extent of the downwind projection of
the active space.  Orientation of insects close to the
odor source and, therefore, their capture in traps also
are affected by the rate of emission.  Some moths such
as the oriental fruit moth (Grapholita molesta) are
particularly attuned to a narrow band of emission rates
(Baker & Cardé, 1979), which are close to the natural
rate of female emission (Baker et al., 1980).  Higher
rates of emission diminish or eliminate trap catch
(Figure 2) because of an antagonist effect on close-
range orientation behaviors (Baker & Cardé, 1979).
For other species such as the gypsy moth, trap catch
and rate of pheromone are positively correlated (Figure
2), although trap catch may plateau at high emission
rates (Cardé et al., 1977; Plimmer et al., 1977).  Even
in such cases where trap catch increases with rate of
emission, it is not certain that higher rates of emission
do not negatively affect orientation at close range,
causing a proportion of males to veer away from the
trap before capture.  Consequently, it would be possible
to use a high emission rate to lure more insects to the
trap’s vicinity while simultaneously lowering the prob-
ability of capture by the trap.

Effect of fine-scale plume structure on capture
efficiency.   Orientation of male moths along phero-
mone plumes is governed, in part, by the fine-scale
distribution of pheromone.  Although definitive evidence
is so far limited to several species, in those moths
studied, encountering filaments at rates near 10 Hz
causes a flight aimed more directly upwind accompa-
nied by an increase in velocity (Mafra-Neto & Cardé,
1994; Vickers & Baker, 1994).  Filaments of pheromone
encountered at rates near 5 Hz or less tend to produce
zigzag courses with little upwind displacement.  Fila-
ments with rates much below 5 Hz evoke casting or fail
to promote sustained orientation.

The spatial features of the plume emanating from a
trap also should affect trap capture, as first demon-
strated by Lewis and Macaulay (1976) with the pea
moth, Cydia nigricana.  They documented characteris-
tics of the plumes from six trap types with visible
“smoke” tracers.  The differences in the numbers of
males lured to traps and those eventually captured
were attributed in part to the boundaries, length and
internal turbulent structure of the plumes.  The same
explanation likely applies to the differences among trap
types in efficiency of catch of male gypsy moths, as
documented by Elkinton and Childs (1983).

These case studies illustrate that altering trap design
could produce substantial improvements in trapping
efficiency.  Such improvements might be accomplished
by empirical field tests of design versus magnitude of
catch, or, more usefully, by direct measurements of
efficiency of capture in the field (Lewis & Macaulay,
1976; Elkinton & Childs, 1983) or in the wind tunnel
(Foster & Muggleston, 1993).  Another approach would
be to characterize the fine-scale features of plumes
released from traps by using a surrogate odor that can
be readily measured.  Propylene is a useful surrogate
odor, and its density can be measured at high sampling
rates with a photoionization detector (Justus & Cardé,
2002).  So far we have less information on the close-
range efficiency of traps used for true fruit flies, despite
the extensive efforts underway to survey for their entry
into the United States.  Even a modest improvement in
trapping efficiency might enhance their usefulness in
detection.

Interpretation of Trap Catch

Empirical methods.   There is extensive literature on
the use of mark-release-recapture to establish the
presumptive “attractive range” of semiochemical-baited
traps.  What such experiments generally have mea-
sured is the probability of capture of cohorts of insects
released at various distances away from a single trap.
In some procedures, insects are released in the
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Figure 3.  A simulation model of plume dispersion with a moderate
level of meander (i.e. wind direction and velocity are relatively
unvarying).  Arrows depict instantaneous wind directions  The dark
areas indicate an above-threshold concentration of pheromone.
The rate of pheromone emission and the threshold of response
were set to match those of the gypsy moth (Lymantria dispar).  The
area represents a 60 by 100 m field (see Li et al., 2002).

presumptive downwind direction and in other protocols
in a circular pattern surrounding the trap.  It is generally
not feasible to release insects while they are enveloped
by a plume of semiochemical (but see the methods of
Linn et al., 1986; Elkinton et al., 1987; Brady et al.,
1989).  Thus, in such range-of-attraction experiments,
the distance over which an insect travels to a trap is a
compounding of a) its survival and dispersal before
entering the plume of semiochemical with b) its ability
to find and enter the trap.  The dispersal behavior and
survival of an insect prior to its capture may well
contribute more to the apparent range of the trap than
the insect’s ability to detect and follow a plume into the
trap.  From the perspective of interpretation of survey
data, however, what remains relevant is the probability
of capture at varying distances of initial dispersion from
the trap.

A second general method for studying the range of
influence of a trap involves the releases of insects into
a grid of traps (Elkinton & Cardé, 1980).  If the experi-
mental grid has a very close placement of traps (on the
order of 100 m spacing), then insects are released at
points located in the middle of each square of four
traps.  This pattern produces release sites that are
situated at a distance from the four surrounding traps
that is 70% of the intertrap distance.  If the intertrap
distance is comparable to the spacing used in most
surveys (on the order of 800 m or more), then insects
are released evenly at as many sites in the area
between the traps as operationally practicable.  This
method has the advantage of mimicking the recapture
conditions encountered by insects that are evenly
dispersed in survey grids.  With this methodology,
capture of male gypsy moths in 800 by 800 m (½ by ½
mile) grids was calibrated to show that 4% of the
released males were captured.  Information from an 80
by 80 m grid was used to verify that one major factor
explaining the low proportion recaptured was the low
day-to-day survival of males.

Simulation modeling.  As valuable as mark-release-
recapture methods are for developing an understand-
ing of the meaning of positive and negative trap catch,
such methods are very difficult to use in exploration of
how differences in trap design, rate of semiochemical
release, and trap placement alter probability of detec-
tion in surveys.  Simulation modeling permits the
systematic manipulation of various factors contributing
to trap catch: the wind conditions dictating plume
dispersal, general features of weather such as tem-
perature, the rate of semiochemical release, trap
density, and assumptions about insect dispersal and
orientation behavior.  For modeling to provide a reason-
able simulation of the dispersion of plumes and insect
behavior, it requires that we reproduce the physical

features of the odorant plume in appropriate habitats
and understand the particular insect dispersal and
orientation strategies of the target species.

Of course, models assume some compromises in
simulation of the complexities of plume dispersion, and
in behavior of insects in finding and navigating along a
plume.  To be computationally feasible, for example, the
Li et al. (2002) model of plume dispersion and insect
odor-location strategies operates in a planar world set
at the height of the odorant source (Figure 3).  The
model neglects computation of the plume’s vertical
diffusion and possible vertical movement of the re-
sponding insect.  This simplification is not entirely
unreasonable in that many kinds of insects fly at
relatively set heights above the ground, typically at
heights that make contact with a plume from a natural
source likely.  Plumes do, however, disperse to some
extent vertically, especially under some unstable
(adiabatic) atmospheric conditions typical of midday
(Fares et al., 1980), but also at night (Schal, 1982).
Nonetheless, simulation modeling allows estimates of
how improvements in trap range or efficiency of a trap
might enhance detection protocols.

Future Directions

Semiochemical-based traps are widely used as
sentinels for the arrival of many kinds of exotic invad-
ers.  Once such an invasion is detected, then such
traps typically serve as the basis of a subsequent
delimitation survey in which a grid of closely spaced
traps is used to define the probable boundaries of an
incipient population.  Such demographic information
can be helpful to the selection of a particular eradica-
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tion strategy.  Methods for design of survey traps
generally have been to modify the trap’s configuration
by-trial-and-error and to vary the lure’s emission rate,
with the goal of producing the highest possible trap
catch.  The tacit assumption is that the trap design and
lure giving the highest catch is an optimum combination
for detection.  The trap’s efficiency of capture, which
might be quite low, remains unknown with such
approaches.

Research determining how the spatial pattern of trap
catch in surveys relates to natural patterns of distribu-
tion and density relies largely on mark-release-recap-
ture experiments.  The validity of such protocols rests
largely on the assumption that the released and intro-
duced insects have comparable dispersal behaviors
and abilities to find a lure-baited trap.  In the case of
Mediterranean fruit flies, some laboratory-reared flies
do not appear comparable in semiochemical response
to wild flies (Cayol, 1999), although, of late, the “com-
petitiveness” of these flies has been improved.  Despite
these limitations, mark-release-recapture experiments
nonetheless provide crucial information on how trap
catch relates to natural densities.

A simulation modeling approach can generate informa-
tion that would be difficult if not impossible to obtain
through either behavioral observations or mark-release-
recapture.  Models allow for the systematic manipula-
tion of changes in environmental conditions, trap range,
capture efficiency, trap density and insect distribution,
to see how changes in these parameters could alter the
outcome of a survey.  Estimates of the probability of
detecting or missing various low-level populations can
be based on many simulation runs of a given set of
conditions rather than on the outcome of a single or
several expensive field experiments.

Conclusions

Improvements in the technology of trapping are attain-
able with simple behavioral assays.  Such improve-
ments should lower the cost of surveys and enhance
their reliability.  Correlation of negative trap catch with
the probability of missing an incipient infestation
remains at the heart of survey interpretation.  Mark-
recapture protocols and simulation modeling are two
techniques that should prove useful for improving
patterns of trap deployment and interpretation of
survey results.
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Introduction

Biological invasions are increasingly recognized as one
of the most serious threats to the protection of
biodiversity worldwide (Wilcove et al., 1998).  Invasive
non-native plants, while not posing the more obvious
threat of non-native herbivores or pathogens, are
capable of inflicting great harm on agricultural and
natural systems.  The impacts on native species range
from competition for resources (e.g., Melgoza et al.,
1990; Hester & Hobbs, 1992; Mesléard et al., 1993;
Huenneke & Thomson, 1994), hybridization (Thomp-
son, 1991), nitrogen fixation introduced or increased in
natural areas (Vitousek et al., 1987), changed hydro-
logic cycles (Carman & Brotherson, 1982), increased
sedimentation (Blackburn et al., 1982), and increased
disturbance cycles (Bock & Bock, 1992; D’Antonio &
Vitousek, 1992).  A recent estimate put the economic
cost of invasive plants in natural areas, agriculture, and
gardens at $35 billion per year (Pimentel et al., 1999).

It has been estimated that there are approximately
260,000 vascular plant species in the world.  To
determine how many weed species we might have in
the world, Eduardo Rapaport (1991) went through a
useful exercise: if 10% of those species have the ability
to colonize or develop weedy tendencies, that gives us
26,000 potential weed species.  He estimated that
there are currently 10,000 weed species now recog-
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Abstract

Invasions may be divided into three phases: introduction, establishment, and impact on native species and environ-
ments.  Because of a thriving and productive horticulture industry in most developed countries, as well as an
increase in the use of plants for medicinal purposes, it is likely that a significant portion of the world’ s plants may
be intentionally introduced.  The biology of a species, however, affects its ability to become established outside of
cultivation.  According to population biology theory, traits that increase the number of births and traits that decrease
the number of deaths will allow a rapid increase in population size.  Large populations are easier to detect, but
usually much more difficult to control.  Traits leading to increased birth include a short juvenile period, a lack of
seed germination requirements, and large numbers of seeds produced.  Traits that may decrease the death of
individuals include regeneration from fragmented plant parts (such as following a disturbance) and traits relating to
stress-tolerance, such as the ability to photosynthesize in stem tissues after leaf loss.  These traits may be com-
bined using various algorithms to gain the power to predict establishment.  Impact, however, is an interaction of the
attributes of a plant and the biotic and abiotic components of an ecosystem and is much more difficult to predict.

nized, but he believes that only 4,000 of those species
have actually been exchanged between regions of the
world.  The rest are natives in the areas in which they
are considered weeds.  That means that there are
22,000 potential weed species still available for ex-
change around the world.  Even if this estimate is off by
half, and even if only 10% of those species are capable
of having a detrimental effect in natural areas, that
means that 1,100 potentially serious weed species
may still be introduced into the United States.  Some of
these may be tropical, but that would bring little comfort
to those protecting natural areas in south Florida or
Hawai’i.

Until recently, efforts to address the invasive species
problem were directed mostly to control of existing
problem species, with some efforts to prevent spread
of those species through federal and state noxious
weed laws.  There has been a perception that invasions
are completely case-specific and they, therefore, are
not predictable a priori. However, by subdividing the
invasion process into three stages and by looking at
the factors facilitating those stages, some predictive
power may be possible.

Prediction is the synthesis of past and present in an
attempt to foretell the future (Saaty & Vargas, 1991).
We predict something by relying on data of past
happenings.  The past and the present are irreversible
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and certain, but because facts of the past are largely
incomplete, we must attempt to examine and interpret
them.

This paper explores the current knowledge and possi-
bilities of predicting invasions at three phases: introduc-
tion of the species, establishment of the species into
self-reproducing populations, and the impact that
invasive species can have on the invaded ecosystem.

Phase 1: Introduction

Invasive species may be introduced accidentally or
intentionally.  Accidental introduction includes the
historical introduction through soil used as ships’
ballast, contamination of commodities, and contamina-
tion of crop seed (U.S. Congress, 1993).  Ships no
longer use soil for ballast, and while seed crop con-
tamination still occurs, it has been greatly reduced by
the Federal Seed Act.  Imported commodities are
randomly sampled and inspected for contamination.
While invasive plants are still accidentally introduced
through these last two methods, laws have been
passed and procedures are in place to reduce intro-
duction along these pathways.

A significant number of species are introduced inten-
tionally for horticulture, agriculture, or medicinal cures.
Overall, about 65% of the plant species in the United
States were likely introduced intentionally for horticul-
ture (R. Mack, Washington State University, personal
communication).  A study found that nearly all of the
woody species invading in the United States were
introduced (at least in part) for horticulture or agricul-
ture (Reichard, 1997).  Horticulture is a thriving indus-
try.  The United States Department of Agriculture
estimates that in 1997 (the last year for which there are
figures) the floriculture and horticulture industry had
cash receipts of $11.2 billion (USDA, 1999).  Garden-
ing is consistently listed as a top hobby in the U.S.
Horticulture is an industry that is important to consum-
ers, to improving the urban environment, and to the
economy.  Gardeners have a wide variety of tastes in
plants, and plant explorers have been active in recent
years (Meyer, 2000).  Furthermore, the recent interest
in herbal remedies has led to an increase in importa-
tion and farming of plants, many of which are known to
have tendencies towards weediness (Reichard &
White, in press).

The United States government puts few restrictions on
the importation of plant species (see http://
www.aphis.usda.gov/npb/safegard.html).  The potential
for future legal introductions for horticultural and other
intentional purposes appears to be great.  Potentially,

we could expect just about any temperate or tropical
plant species to be introduced into the United States.

Phase 2: Establishment

Changes in population size may be described by the
basic population biology model of N

t+1
 = N

t 
+ B – D + I –

E where N
t
 is the size of the population at a baseline

time, B = births, D = deaths, I = immigration, and E =
emigration.  Thus, traits that increase the reproductive
potential of a species and its ability to tolerate stress
are going to be central to increase the size of a popula-
tion.  Traits that facilitate dispersal, such as light wind-
dispersed seeds or animal-mediated dispersal will
increase the probability of a species’ spread outside
the original source population.  In order to understand
what might cause the observed rapid increase of
invasive plant populations, I have focused on measur-
able traits that might facilitate reproduction and stress-
tolerance.

Methods

Species selection.  North America.  The North Ameri-
can research was conducted from 1991 to 1994.
Woody plant species introduced into North America,
north of the United States/Mexico border, prior to 1930
were included in this study, and this was done primarily
by searching nursery and garden catalogs from 1930
and earlier.  If a species was documented as invading
non-agricultural systems through published sources,
herbarium specimens, or communication with experts,
it was considered to be an invasive species.  A total of
235 species were included in this category, including
76 species that are considered to be true pest species
with demonstrable impact to the invaded ecosystem.
All listings that were clearly identifiable to species and
were not considered to be invasive in the sources
checked were categorized as non-invasive.  Invasive
species were defined as those that spread into native
flora or managed plant systems, developed self-
sustaining populations, and become dominant and/or
disruptive to those systems.

Hawai’i.  The work in Hawai’i was done in 1995 and
1996.  Invasive plants were primarily determined by
consulting the recent flora (Wagner et al., 1990).
Those listed as invading outside cultivation were
included, for a total of 181 species, 47 of which were
considered pest species.  These species were docu-
mented though examination of herbarium specimens at
the Bishop Museum herbarium and through field
observations.  Non-invasive species were those listed
as introduced prior to 1950 in a comprehensive garden
plant book under development by the Bishop Museum
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in Honolulu.  A total of 156 non-invasive species was
identified.

Species traits and data analyses.  Previous studies
(e.g., Baker, 1965, 1974; Roy, 1990) have suggested
some attributes that may contribute to invasive ability.
These traits, when measurable, were included in the
study.  In addition, some traits were determined to have
possible adaptive significance for invasive species and
were included.  Some traits were added to the
Hawai’ian study because it was done after the North
American work and additional traits were suggested.
Also, because Hawai’i is a smaller geographic area,
some field observations could be added.

Simple comparisons were done using t-tests for
continuously recorded data (e.g., length of the juvenile
period) and log-likelihood for non-continuous data (e.g.,
presence or absence of a trait).  Because evaluating a
table of data simultaneously may increase the chance
of rejecting the null hypothesis when it is true, the
sequential Bonferroni technique was used.

Discriminant analysis (DA) was used for both North
America and Hawai’i and classification and regression
trees (CART) for North America only.  These tech-
niques allowed me to identify combinations of traits that
effectively divided invaders from non-invaders on the
basis of traits.  A full explanation of the methods may
be found in Reichard and Hamilton (1997).  Discrimi-
nant analysis finds linear combinations of traits, while
CART breaks down the data set trait by trait to develop
a dichotomously branching “tree” for decision-making
(Brieman et al.,1984).  In both cases, the model was
developed on a randomly selected subset of species,
then tested on the remaining species.

For North America, the results of the comparisons, DA
and CART, were combined into a decision tree that
evaluates invasive potential using several different
predictive paths.  The paths have three outcomes:
accept (low risk of invasive establishment), reject (high
risk of invasive establishment), and evaluate further
(need more information and possible monitoring to
place in accept or reject categories).

Results and Discussion

A number of probably adaptive traits were found to
differ between invasive and non-invasive species, in
some cases for both North American and Hawai’ian
species, and in others, only one of the regions.

Plant traits.  Because I was working with several
hundred species over extensive geographic areas, I
limited the traits studied to those that are easily identi-

fied.  Thus, traits such as number of seeds produced
per plant or genetic variation, traits that may influence
invasive ability, were not considered.  This also has the
advantage that users of the results will not have to use
vast information resources to duplicate the results.

The juvenile period is the time between the germination
of the seed and the onset of flowering.  A short juvenile
period will allow a population to establish more rapidly.
Herbert Baker (1974) theorized that the ideal weed
would have rapid growth through the vegetative stage
to reproduction.  An estimated 22% of the natural area
weeds in the United States are annuals and another
12% are biennials, which, by definition, have a short
juvenile period.  However, even the woody invasive
species in North America have an average juvenile
period of 4.0 ± 4.1 years, shorter than the 6.9 ± 8.1
years for non-invasive species (p = 0.0001).  There
appears to be a smaller difference in Hawai’i (p = 0.02),
perhaps due to the year-round growing season that
both invaders and non-invaders there have available.
Woody invaders in Hawai’i had an average juvenile
period of 3.5 ± 3 years and non-invaders 5.8 ± 7 years.
When unknown, this trait may be estimated by its
strong correlation to early rapid vegetative growth, or
genome size apparently also correlated to short
juvenile periods (Rejmánek, 1996) may be measured.

Vegetative reproduction is the spreading of plants by
vegetative parts such as root suckers or soil layering of
branches.  It allows a population to spread when
individuals are isolated and cannot be cross-pollinated.
It may allow plants to recover from disturbance more
quickly through the regeneration of plant parts.  In
North America, 44% of the invaders (53% of the pest
species) vegetatively reproduce, while only 23% of the
non-invaders do so (p = 0.0001).  In Hawai’i, the
difference is less significant (p = 0.01), with 23% of the
invaders and 13% of the non-invaders reproducing this
way.  However, 36% of the invaders in Hawai’i are
capable of coppicing, or regenerating from a cut stump,
but only 8% of the non-invaders were (p = 0.0001).
The North American study did not examine coppicing
ability.

The seeds of many species require pretreatment for
germination.  Herbert Baker (1965) suggested that the
ideal weed would have pregermination requirements
that could be met in many environments.  A compari-
son of weedy to less weedy Echium species found that
the weedier species had more rapid seed germination
(Forcella et al., 1986).  In North America, 51% of the
invasive species did not require any pretreatment,
suggesting that they may be more flexible in require-
ments than the non-invaders, of whom only 30%
needed no pretreatment (p = 0.0001).  However, 44%
of the non-invaders required a cold chilling period,
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while only 21% of the invaders needed it (p = 0.0001),
suggesting that a need for precise requirements may
be hampering invasive ability.  In Hawai’i, there were no
differences between invaders and non-invaders for
germination requirements.

Seed size may affect dispersability and longevity of the
seeds.  In North America, there were no differences
between invaders and non-invaders in seed size, but in
Hawai’i the invasive species had an average size of 7.4
mm and the non-invaders 10.9 mm (p = 0.005).  For a
given amount of energy, more small seeds can be
produced than large, increasing through volume the
probability that some progeny will land in a spot
favorable for germination (Stebbins, 1971).  Invasive
pine species also have been found to have smaller
seeds than non-invasive species (Rejmánek &
Richardson, 1996)

Many species have a symbiotic relationship with
bacteria that convert atmospheric nitrogen to a form
that may be absorbed by the plant.  This may be
particularly useful for species that invade disturbed
areas because they are often low in nitrogen (Grubb,
1983).  Nitrogen-fixation is strongly associated with the
legume family, but several other families of invasive
species, including the Casurinaceae, Eleagnaceae,
Myrsinaceae, and others, also fix nitrogen.  Although
the total numbers are low, nitrogen fixation is more
common in invaders in both North America (15% vs.
4%, p = 0.001) and Hawai’i (17% vs. 6%, p = 0.001).

Hybrids are generally sterile and thus, because there is
no seed dispersed, less likely to become invasive.  In
North America, only 1% of the invasive species (and
no pest species) were hybrids.  They qualified as
invasive because, once dispersed to an area, they
spread vigorously by vegetative means.  Non-invaders
were 11% hybrids (p = 0.0001).  In Hawai’i, 1% of the
invaders were hybrids (no pest species), as were 5% of
the non-invaders (p = 0.03).

Traits that did not differ.  Several traits compared did
not differ significantly, or were only slightly significant
(losing significance when the Bonferroni correction was
made).  Those that differed only somewhat include:
self-compatibility (pre-Bonferroni correction values,
North America, p < 0.05, Hawai’i, p < 0.01); flowers
agamospermic (North America, p < 0.01, Hawai’i, ns);
biotic versus abiotic seed dispersal mechanisms (North
America, p < 0.05, Hawai’i, ns), with more invasive
species biotically dispersed; and leaves semi-ever-
green (North America, p < 0.001, Hawai’i, ns).  The
following traits did not differ in any comparisons: plant
form (tree, shrub, or vine), polyploidy or average
chromosome numbers, fleshy versus dry fruits, aver-
age seed germination rate, reproductive systems,

average seed longevity (studied in Hawai’i only), and
most regions of origin.

Other Patterns

Biogeographic.  Invades elsewhere.  Probably the
single best predictor of invasive ability is knowing what
the species has done in other places where it has been
introduced.  It is a shorthand way of knowing that the
species possesses traits that predispose it to establish
outside of cultivation.  It has been found useful for
plants in Australia (Scott & Panetta, 1993), for
Hawai’ian passerines (Moulton & Pimm, 1986), verte-
brates (Ehrlich, 1989), and insects (Crawley, 1987).  In
North America, 54% of the invaders (61% of the pest
species) invade elsewhere, while only 15% of the non-
invaders do so (p = 0.0001).  In Hawai’i the difference
is even more striking: 76% of the invaders invade
elsewhere (79% of the pest species) and only 28% of
the non-invaders do so (p = 0.0001).

Latitude range.  Species from a broad latitudinal range
are possibly more phenotypically and/or genetically
variable than those that are not.  These variations may
allow them to succeed under the many temperature
and other climate changes found along latitudinal
gradients.  There may also be a greater risk of acciden-
tal introduction.  Successful invaders in Australia that
are from South Africa have a wider range of latitude in
their home range than unsuccessful invaders (Scott &
Panetta, 1993).  A study of the Poaceae and
Asteraceae native to Europe found that species
invasive in North America had a latitude range about
10°  more than species that do not invade (Rejmánek,
1996).  Species that have a greater latitudinal range
were found to be associated more with the invasive
species than non-invasive species in North America,
with an average of 19.6 for invaders and 13.1 for non-
invaders (p = 0.0001).  There was no difference in
Hawai’i.

Taxonomic.  Using taxonomic relationships alone to
evaluate risk of invasiveness is not advisable.  Within a
family or genus there may be very aggressive weeds
and rare non-competitive species.  However, there do
appear to be some trends.  There are some families
and genera that do appear to contribute a number of
very aggressive species and others that contribute
none or few, even when the family is as large and as
commonly introduced.  For instance, in North America
both the rose (Rosaceae) and heath (Ericaceae)
families are very popular ornamental and agricultural
species.  However, the rose family is the most common
among the invasive woody plants in the country, with
13 genera and 40 species (including 12 pest species,
16% of the total).  The heath family is as large as the
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rose family (Mabberly, 1987) and is commonly intro-
duced, but there are only four woody species invading
in North America, and none of them are pests.  In
Hawai’i the trends were a little less clear, because the
Fabaceae contributed the largest number of invaders
(31 species) and non-invaders (15).  However, in
Hawai’i, families such as the Melastomataceae and
Myrtaceae had a high level of invasiveness and the
Rutaceae, Rubiaceae, and Malpighiaceae, though
commonly grown, did not.  This indicates that there are
traits within these taxonomic groups that either facili-
tate or hamper invasive ability.  Because these traits
may be inherited from a common ancestor, related
species may also have the traits.  However, once again,
caution must be given, because these are different
species and they may differ in the traits affecting
invasive ability.

Another theory is that invading species that have close
relatives in the native flora may be more likely to invade
because they are probably morphologically and
physiologically similar to species that have already
been able to adapt to the conditions.  I compared
invaders and non-invaders and found that those
introduced species with native congeners (a total of 38
species) are significantly more likely to establish in
Hawai’i than those without (G = 9.33, p = 0.02).  There
was no difference at the family level.  It is also reason-
able, however, to expect that species with traits differ-
ent from those of native species may be able to exploit
resources differently or lack herbivores or pathogens
adapted to that taxonomic group.  That is consistent
with findings on European Poaceae and Asteraceae
introduced into California (Rejmánek, 1996).

How Can We Use These Generalizations?

For every biological, geographic, and taxonomic trait
listed above as associated with invaders, one can
easily list non-invasive species that also have the trait
and vice versa.  Then how do we use the patterns we
have detected?  Multivariate methods give us some
ways of combining traits and, as mentioned, in the
Methods section, two different techniques, discriminant
analysis and classification and regression trees, were
used.  Only the results from North America are dis-
cussed here.

The discriminant analysis used a combination of 14
traits to predict invasive ability.  Some of the traits did
not differ when invaders and non-invaders were
compared, but were helpful in discriminating when
combined with other traits.  The traits used are listed in
Table 1.  Two tests to validate the model were made
using two different sets of randomly selected species.
A total of 88% of the species were correctly predicted

the first time (96% of the invaders and 76% of the non-
invaders, using 76 species) and 92% the second time
(92% of both the invaders and non-invaders, using 63
species).

Classification and regression trees are usually “pruned”
to produce the shortest tree possible and still retain
accuracy.  The tree chosen used only four traits (Figure
1).  They were, in descending order, whether or not a
species was a North American native, whether it
vegetatively reproduced, whether it was a hybrid, and
whether it invaded anywhere else.  This tree was
accurate in predicting 76% of the time based on only
these four traits, with 73% of the invaders (114/157

Figure 1.  Pruned classification and regression tree.  Numbers under
each node indicate the number of species identified by that trait, or
combinations of traits (right of the slash), and the number of those
incorrectly identified (to the left of the slash).

Table 1.  Predictive model using discriminant analysis.
Coefficients indicate the importance of the trait to the
model (high values indicate importance).

Trait Invaders Non-invaders

Invades elsewhere 3.837 2.263
Native North America 10.919 14.453
Seed stratification 4.179 5.077
Hybrid 11.685 14.575
Vegetative reproduction 2.807 1.389
Minimum juvenile period 0.011 0.124
Semi-evergreen leaves 4.629 3.857
No seed pretreatment 5.193 4.401
Native temperate Asia 10.874 11.313
Native Great Britain/Europe 12.306 10.958
Native Mediterranean 11.087 11.639
Fruiting length 0.726 0.528
Flowering length 0.210 0.192
Evergreen leaves 3.552 5.060
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Figure 2.  Decision tree to evaluate invasive potential of woody plants in North America.

species) and 82% of the non-invaders (77/94 species)
correctly predicted overall.

The results of the comparisons, the discriminant
analysis, and the classification and regression trees,
were combined into a multi-path decision tree (Figure
2).  The decision tree is purposely easy to use and low
in technological requirements, in order to make it
useable by everyone in the horticultural industry, its

intended users.  By responding “yes” or “no” to a series
of questions, the user makes a determination of
probable invasive ability.  There are three outcomes: a
species may be accepted because of a low probability
of invasiveness, it may be rejected because it has a
high probability of invasiveness, or it may be recom-
mended for further evaluation, including quarantine and
monitoring in field trials and further examination of its
biology.  There are numerous paths to each outcome
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and there is no single answer.  Most of the species can
be eliminated on the first branch of the tree if invasive
elsewhere, but even if that information is unavailable,
the tree is highly effective at evaluating invasive ability.
The first half of the tree requires very little time or effort
to determine.  A trip to a well-equipped library is
generally sufficient.  Much of the information is now
available over the World Wide Web, and on-line ab-
stract services make finding papers written about the
species very easy.  Even species that seem obscure
have often been researched for various uses.  For
those not near a large university library, papers can be
secured through inter-library loans once the citation is
found.  The second half of the tree may require some
estimation of growth rate and determination of seed
germination requirements.  Therefore, it is preferable to
eliminate a species on the higher branches of the tree.

The decision tree correctly predicted 85% of the
invasive species (174/204 species) and recommended
that an additional 13% have further evaluation.  Three
invasive species were accepted, but these were not
pest species.  It was less successful at predicting a
lack of invasive ability: only 46% of the species (40/87)
were accepted outright, although another 36% (31/87)
of the species were recommended for further evalua-
tion and might ultimately end up being accepted.

Phase 3: Impact

Impact is an interaction of the traits of the invading
species and the biotic and abiotic components of the
invaded system.  Thus, it is more difficult to detect
invaders that may have an impact on an ecosystem in
the earliest phases of an invasion because it requires a
simultaneous assessment of the traits of the species
and the traits of the ecosystems.  Some generalities we
can make, but the limited number of documented case
studies makes extrapolation of these generalities
difficult.

Examples of Impact.  High competitive ability.  Many
invasive species are extremely competitive with natives
and are able to capture more resources to the detri-
ment of the natives.  Examples of this include
Crataegus monogyna Jacq., which has higher seed
crops and larger and pulpier fruits than a related native
congener.  These larger fruits attract more birds and
are consumed at a greater rate than those of the
natives and affect patterns of distribution and abun-
dance of the two species (Sallabanks, 1993).  A more
typical example would include species with aggressive
roots that are known to extract water and/or nutrients
from the soil at high rates, depleting these resources.
However, it should be noted that many studies purport-

ing competition are often poorly designed to demon-
strate a true competitive interaction (Parker &
Reichard, 1998).  To develop predictive methods one
would have to understand the ability of a species to
extract a particular resource that might be limited in
that particular community.

Introduction of structural changes.  Some ecosystems
are dominated by aggregates of particular life forms.
For instance, grasslands generally consist of a mixture
of grasses, forbs, and some woody shrubs.  The
introduction of an aggressively reproducing tree, in
combination with management such as fire suppres-
sion, can result in conversion to forest.  Another
example might be floating mats of plants such as giant
Salvinia (Salvinia molesta Mitch.) in open freshwater
aquatic systems.  This type of impact would require an
understanding of a particular vulnerable ecosystem
and the introduction of a species of a different life form
that is capable of establishing there.

Nitrogen fixation.  As already mentioned, some plants
have bacteria-containing nodules on their roots that
allow the plant to convert atmospheric nitrogen to a
form useable by the plant.  In addition to the plant using
the nitrogen for growth, some is leaked out into the
surrounding soil, increasing the nitrogen levels.  In
communities that commonly have low nitrogen content
in the soil, such as prairies or soil of recent volcanic
origin, the introduction of nitrogen can be a substantial
change and can change community composition and
succession (Vitousek et al., 1987; Stock et al., 1995).
While nitrogen fixation is associated with the legume
family, several plant families have species that are
capable of fixing nitrogen.  As already demonstrated
above, nitrogen fixation is positively correlated with
invasive ability.  The impact of a nitrogen fixing species
would be highest in communities that are known to
have limited amounts of nitrogen available to plants.

High water depletion.  Tamarix ramossissima Ledeb.
has an unusual combination of traits that allow it to
have a very high impact on communities in which water
is limited.  This species is a phreatophyte, with a tap
root capable of extending down to even deep water
tables (Horton et al., 1960).  Plants have very high
rates of transpiration, using from 0.7 to 3.4 m3/year
(Weeks et al., 1987).  When this species grows in
dense stands, the effect of transpiration rates can be
increased substantially.  This combination allows the
plants to act almost as straws, removing high volumes
of water and decreasing the water available to native
species in the intermountain west, where it has freely
established.  This case, a combination of unusual plant
traits combined with establishment in an ecosystem
that is extremely limited in water most of the year,
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illustrates how difficult it is to anticipate impacts of
species without consideration of the ecosystems it
might invade.  This species in an area with more
ground water or more deeply rooted species would
have far less impact.

Increase of fire frequency/intensity.  There have been a
number of cases where introduced invasive plants
have altered the fire regime of the invaded ecosystem.
There may be an increase in the intensity or frequency
of fires due to an accumulation of flammable standing
dead material.  For example, cheatgrass (Bromus
tectorum L.) is an annual grass that dies early in the
spring and provides ample dry material during the fire
season of the intermountain west.  It has changed the
fire return interval in Idaho from 60 to 110 years to 3 to
5 years (Whisenant, 1990).  In Oregon, sites that are
dominated by cheatgrass are considered 500 times
more likely to burn than those with other cover (Stewart
& Hull, 1949).  Understanding and predicting this
impact in early detection stages would require knowing
something about the flammability and biomass accu-
mulation of a species, the fire regime of the invaded
ecosystem, and the tolerance of the existing species.

The examples given above are not intended to be an
exhaustive list of the types of impacts that invasive
plant species may have, but to illustrate the current
difficulty in anticipating the impact of a newly detected
invasive species.  First the attributes of the species
must be understood, then the types of ecosystems that
it could potentially colonize must be determined, and
lastly the attributes of the ecosystem combined with
the species traits must be assessed.  While we may
someday have the ability to perform rapid assessment
of impact after detection, we currently lack the ability to
do this with any level of sophistication.

Conclusion

The need to analyze invasive ability before invasions
occur or at the earliest stages is undeniable.  Study
after study shows the damage that invasive species do
to native species, ecosystems, agriculture, and human
welfare.  By increasing our knowledge of the traits of
species that may contribute to their introduction,
establishment, and impact, we gain the ability to rapidly
assess and control new species before they become
so widespread that we are unable to instigate effective
control methods.

Differences found between invaders and non-invaders
were not uniform between North America, which is
mostly temperate, and Hawai’i, which is tropical, except

for some higher altitudes.  This suggests that different
traits may affect invasive ability between tropical and
temperate areas, and that where risk assessment is
concerned, perhaps ”one size does not fit all.”  Defining
where the limits lie and how inclusive we can be is one
of our undiscovered challenges.

In searching for patterns that allow predictions, and in
using them for assessing risk of establishment, there
are a few things to consider: The traits used should be
fairly easy and quick to determine.  Traits such as self-
compatibility or large number of seeds per plant may
be related to invasive success, but the difficulty in
determining them will discourage and delay evalua-
tions.  The traits should be clearly measurable.  Traits
such as “wide ecological niche” and “phenotypic
plasticity” are too amorphous for practical use.  Ask
how you would measure the trait and how quickly you
would be able to achieve a measurement.  If the
answer is not immediately apparent, this is not a good
trait to use.

1. As few traits as possible should be used while
still retaining accuracy.  More traits do not
necessarily increase efficacy, and they may well
increase the likelihood that there will be more
“unknowns” in the process, leading the species
into a “further analysis” or “quarantine” position
that will delay an ultimate decision (see Tucker &
Richardson, 1995).  An extensive laundry list of
traits to determine may also discourage some-
one who is trying to make an assessment
voluntarily.

2. The positive traits of a species should be consid-
ered separately from invasive potential.  At issue
is, first and foremost, whether a species is likely
to become invasive.  Then it should be decided
whether positive attributes mitigate the invasive
risk.  Combining them clouds the issue.

3. Assume that any species introduced into a
country will be distributed throughout the entire
country.  The species may not be entering in an
area or climate where it is expected to survive,
but it will probably not stay there.  The chance of
accidental spread is great, and for ornamental
species, gardeners are generous and acquisitive
to a fault.  Thus, decisions on whether to accept
a species or not should be made on the basis
that it could become invasive in any part of the
country.  Regional assessments can be made to
determine the areas most likely to be affected,
and monitoring set up in those areas, but not to
determine entry into a country.
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4. The chosen methods should be flexible enough
to incorporate new information.  We are rapidly
discovering more information about invasive
plants, and methods should be updated to
incorporate that information.
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Remote Sensing Fundamentals

For plant identification, the visible and near infrared
portions of the electromagnetic spectrum are often
utilized to produce imagery.  The reasons for this date
back to the earliest use of color infrared film photogra-
phy and the related methodologies and techniques that
have been formulated over the years.  Color infrared
photography utilizes the green, red, and near-infrared
portions of the spectrum.  The amount of reflected
energy for vegetation tends to be about five times as
great in the near-infrared portion of the spectrum as
opposed to the visible green portion of the spectrum.
For this reason, remote sensing specialists are able to
utilize this higher energy to record more detail and,
potentially, subtle differences between adjacent vegeta-
tion.

Remote Sensing for Invasive Species and
Plant Health Monitoring

Paul H. Greenfield
Remote Sensing Program Leader

USDA Forest Service
Salt Lake City, Utah

Abstract

The 21st Century promises great advances in the area of remote sensing for plant health monitoring.  This paper
describes the potential for various remote sensing tools and techniques to quantify the effects of invasive species,
insect infestations, and diseases on plant health.  The benefits of remote sensing include cost savings over ground
surveys for large areas, the potential for simplified data entry into Geographic Information Systems, and a historical
record of plant health for future analysis and change detection.  Because of the vast number of topics and ex-
amples covered, this paper is very general in nature and intended to provide an overview of remote sensing for
plant health monitoring and detection of invasive species.

Information is presented to provide a basic familiarization with current remote sensing practices and fundamentals
for plant health monitoring.  This includes a review of the electro-magnetic spectrum, sensor systems currently
available for data acquisition, airborne and space-based imagery, the use of color infrared imagery, airborne video
systems, and hyperspectral imaging techniques.  Also presented will be general image processing tools that can
be used to determine vegetative stress and detect change.

A number of remote sensing projects are presented that will acquaint the reader with the level of effort required to
perform similar work at other locations.  Included are specific projects to detect and map invasive species and
vegetative stress.  These include noxious weeds in the western United States, the use of color infrared imagery for
insect and disease infestations on forested lands, the application of airborne video coupled with global positioning
system information for Chinese tamarisk (Tamarix chinensis) infestations, and an aquatic weed project in Texas.

Some common types of remote sensing tools dis-
cussed in past literature are satellite imagery, aerial
photographs, aerial video, digital multispectral scan-
ners, and digital cameras.  Each offers unique informa-
tion and has specialized niches that make it suitable for
specific applications.  For example, satellite imagery
can provide digital images of very large areas but
offers coarse spatial resolution.  In contrast, traditional
aerial photographs can provide high spatial resolution
but may only cover small areas of land.  Because of
these kinds of trade-offs, knowledge of the problem at
hand is critical to choosing the proper remote sensing
tool.

Space-Based and Airborne Imagery

There are basically two different platforms utilized for
acquiring remote sensing imagery: space-based and
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airborne.  Space-based imagery potential is advancing
rapidly, and we now have the first high resolution
sensor available for vegetation management.  The
Ikonos system, launched by Space Imaging, Incorpo-
rated of Thornton, Colorado, can provide one meter
black-and-white digital imagery as well as four bands
(blue, green, red, and near infrared) of four meter
imagery.  A single scene size is 11 km by 11 km and
the scene can be orthorectified to produce a 12.2
meter map accuracy product.  Previously, the best
resolution for multi-spectral imagery consisted of 20
meter SPOT imagery, or 30 meter Landsat Thematic
Mapper imagery.  Both of these two latter systems
have provided many years of affordable, quality prod-
ucts, but suffered somewhat from their relatively coarse
spatial resolution.  It should be noted that both SPOT
and Landsat TM offer potentially valuable historic
information on extent of vegetation cover, and much
good work has been done utilizing these two data
sources.

Airborne systems have offered the remote sensing
community the majority of imagery over the past 50
years.  Because detection and monitoring of invasive
species often requires acquiring imagery of very small
targets such as noxious weed infestations, a low-
altitude approach is often desirable.  Airborne systems
can carry relatively inexpensive sensors at low alti-
tudes, which can result in high resolution imagery
being available for later analysis.  Sensor packages
range from traditional resource photography equip-
ment, such as the 9 inch by 9 inch film cameras, to
compact digital cameras capable of on-the-ground pixel
sizes of six inches or less, and advanced multi- and
hyper-spectral imagers (Figure 1).

Active remote systems, such as radar and lidar, have
the potential to detect invasive species if the plant

shape or plant habitat lends itself to the limitations of
these devices.  These devices are present in both
space-based and airborne configurations, but airborne
systems perform the majority of functions for any
potential invasive species detection and monitoring.
This is due to the high spatial resolution that is gener-
ally required.  As these systems continue to advance, it
will be possible to determine the locations of smaller
species if sufficient information is known about sur-
rounding vegetation and plant characteristics.

Remote Sensing Benefits

Information gathered from remote sensing has been
shown in various literature studies to be useful for
mapping and monitoring invasive species infestations.
The advantages of using remote sensing for mapping
and monitoring invasive species are numerous, but
most importantly it provides a unique perspective not
attainable from the ground.  Other advantages include
large area coverage and collection of unique spectral
information sometimes not visible with the human eye.

Noxious Weeds

Noxious weeds are considered an increasing problem
throughout the United States.  What distinguishes
noxious weeds from other plants is that they are
typically not native to the area in which they are
invading, often growing unchecked by natural predators
such as insects.  A common characteristic of most
noxious weeds is their aggressive, competitive behav-
ior.  They are typically a poor replacement for native
vegetation in terms of their resource value to the
ecosystem.  Noxious weeds often become established
in soil disturbed by construction, travel, recreation, etc.,
and are then transported by wildlife, livestock, machin-
ery, vehicles, people, wind, and water to new sites.
Once established, they have the capacity to invade
adjacent, undisturbed natural plant communities.
These characteristics allow noxious weeds to progress
from small, manageable infestations to large, economi-
cally and environmentally damaging situations.

As awareness of the magnitude of the problem has
grown, the USDA and other government departments
are developing strategic plans for noxious weeds (refer
to The USDA Noxious Weed Strategy, May 30, 1996).
Critical needs identified in this document include early
detection of new infestations and monitoring of existing
infestations.  Current ground-based surveys require a
significant commitment of human and monetary
resources to cover a relatively small percent of land
area.  The result can be slow response time and limited
information on the extent and spread of noxious weeds.
Remote sensing technologies offer the potential for

Figure 1.  A Kodak DCS 420 color infrared digital camera installed
alongside a Hasselblad 70 mm film camera provides two types of
imagery from a light aircraft.
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early detection and can cover larger areas at lower
costs than conventional ground surveys.  The objective
of this paper is to review what has been accomplished
through the use of remote sensing for mapping and
monitoring noxious weeds.

Noxious Weeds – Historical Perspective

Historically the native grasses of rangelands in the
western United States were bunchgrasses, such as
bluebunch wheatgrass (Agrypyron spicatum) and Idaho
fescue (Festuca idahoensis).  By the late 1800s,
overgrazing and the inadvertent introduction of winter
annual grasses such as downy brome (Bromus
tectorum) and medusahead (Taeniatherum caput-
medusae) had dramatically altered rangeland species
composition.  In turn, the winter annual characteristics
and a vigorous taproot system of noxious weeds, such
as yellow starthistle (Centaurea solstitialis), spotted
knapweed (Centaurea maculosa), and dyer’s woad
(Isatis tinctoria), allowed them to outcompete the
perennial and annual grasses.  Because livestock
tends to avoid the weeds, grazing on the grasses
instead, the rangeland species composition shifted yet
again to one dominated by the noxius weeds (Callihan
& Evans, 1991).

Literature Studies - Mapping, Monitoring, and
Detection of Noxious Weeds Using
Remote Sensing

Many noxious weeds have biological characteristics
that may make them detectable from remote sensing
imagery.  These characteristics include but are not
limited to: 1) phenological differences from surrounding
vegetation are often pronounced; 2) reflectance of
weed leaves and/or flowers is often unique; 3) areas of
weed infestations may be homogeneous and cover
large areas; 4) habitat requirements are often predict-
able.  Everitt et al. (1995) list several plant species that
can be distinguished, and in some cases measured, by
remote sensing.  These species include silverleaf
sunflower (Helianthus argophyllus), Texas lantana
(Lantana horrida), broom snakeweed (Gutierrezia
sarothrae), false broomweed (Ericameria
austrotexana), spiny aster (Aster spinosus), blackbrush
(Acacia rigidula), huisache (Acacia farnesiana),
Mexican palo-verde (Parkinsonia aculeata), common
goldenweed (Isocoma coronopifolia), drummond
goldenweed (Isocoma drummondii), Chinese tamarisk
(Tamarix chinensis), pricklypear (Opuntia lindheimeri),
Big Bend locoweed (Astragalus mollissimus var. earlei)
and shin oak (Quercus havardii).

The studies referenced below are ordered by topic of
biological characteristic.  Journals reviewed for this
paper include Photogrammetric Engineering & Remote
Sensing, Remote Sensing of Environment, Interna-
tional Journal of Remote Sensing, Journal of Range
Management, Weed Science, and Weed Technology.
Additional information has come from scientific confer-
ence proceedings.

Phenological Differences of Noxious
Weeds

A common characteristic found in the literature that
allows many noxious weeds to be detected using
remote sensing is that many species have unique
phenological characteristics when compared with
surrounding vegetation.  Noxious weeds are often
actively growing early in the growing season, before
green-up of native vegetation, or remain green later
into the growing season, after native vegetation has
senesced.  The often unique phenological characteris-
tics associated with noxious weeds can assist in their
detection by remote sensing even if the targeted
noxious weed appears similar to the surrounding
vegetation during other times of the year.

In numerous studies, successful mapping of the target
weed was attributed to unique phenological character-
istics.  An early study reported by Armstrong (1979)
identifies late June to early July during full bloom as the
best time to image leafy spurge (Euphorbia esula)
using color infrared photography.  The appearance of
leafy spurge on color infrared imagery at this time is
described as “hot pink,” and it is not easily confused
with other vegetation.  The author also recommends
imaging at a scale of 1:24,000 or larger to adequately
image small leafy spurge patches, and reports suc-
cessfully imaging 100 ft2 patches at 1:24,000.  A later
study by Everitt et al. (1995) used color and color
infrared photography as well as color video imagery to
detect and map leafy spurge infestations.  Acquired at
peak flower, the leafy spurge bracts were a distinct
yellow-green on the conventional color photography
and were pink on the color infrared photography.  Leafy
spurge infestations could be delineated on both types
of photography, the scales of which ranged from
1:10,000 to 1:15,000.  However, sparse stands or
clumps with less than 25% canopy cover and single
plants were generally not distinguishable.  The authors
felt that neither film type was superior to the other.  On
the conventional color video imagery, leafy spurge
exhibited a golden-yellow image response.  The
resolution of the video imagery acquired for this project
was coarser than that of the photography, thus limiting
the ability of the video imagery to detect small stands
or clumps of leafy spurge.  The Forest Service has had
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success detecting leafy spurge on color infrared digital
camera imagery (Figure 2).  Fall color is another
phenological period in which leafy spurge typically
stands out from surrounding vegetation (Francis et al.,
1980)

In another study (Richardson et al., 1985), six various
cover types including five agricultural crops and
pigweed (Amaranthus palmeri) were studied using low
altitude (900 m) color infrared aerial video.  The study
showed that this particular weed appears more vigor-
ous than the agricultural crops early in the growing
season and can best be discriminated from agricultural
crops using near infrared [0.85–0.89 micrometer (µm)]
wavelengths.  Discrimination proved even better when
using a multidate comparison of video images from two
dates during the growing season (May and July).  The
multidate imagery increased the accuracy of classifica-
tion from 75% (May) to 88% (May and July combined).
In a similar study by Menges et al. (1985), the reflec-
tance of several additional weeds such as climbing
milkweed (Sarcostemma cyanchoides), ragweed
parthenium (Parthenium hysterophorus), and
johnsongrass (Sorghum halepense) mixed with agricul-
tural crops were studied.  Color infrared transparencies
at a scale of 1:8,000 were used to map the weeds.
According to the research, successful mapping of the
weeds was aided by differential stages of inflorescence
and senescence as well as other characteristics.

In a later study, Everitt and Deloach (1990) determined
that the optimum phenological stage for distinguishing
Chinese tamarisk (Tamarix chinensis), an exotic shrub,
on color aerial photographs was in the late summer–
early fall period when its foliage turned a yellow-
orange.  In follow up studies, Everitt et al. (1992)
reported that false broomweed (Ericameria
austrotexana) and spiny aster (Aster spinosus) could
be detected on color infrared aerial photographs during
their mature vegetative stages in spring and summer.
Even with a lower resolution color–infrared video
system, they were able to distinguish small stands of
each of these weeds and provide area estimates

(Figure 3).  However, due to lower spatial resolution,
video was not useful for detecting individual plants.

Common (Isocoma coronopifolia) and drummond
goldenweed (Isocoma drummondii) are weeds that
often invade rangelands in southern Texas.  Reflec-
tance measurements made on both species showed
that they had higher visible reflectance than did associ-
ated plant species during flowering (Everitt et al.,
1992).  Both common and drummond goldenweed
could be detected from other plant species on large
scale color aerial photographs (1:1,500 to 1:2,900
scale).  The authors found that color photographs were
superior to color infrared photographs for distinguishing
both species, and that they could only be identified
using remote sensing at flowering.  In another study,
Everitt et al. (1993) found that even color aerial
videography could be used to discriminate blackbrush
acacia (Acacia rigidula) and huisache (Acacia
farnesiana).  These are two weeds that invade Texas
rangelands and cause brush problems.  This study and
others have confirmed that identification of blackbrush
acacia and huisache on aerial imagery is due to their
unique spectral reflectance during flowering.  The
authors found that the visible areas of blue and green
were of particular importance in distinguishing flower-
ing huisache while the green and the red areas were
best for distinguishing blackbrush acacia from the other
shrubs and vegetation.

False broomweed (Ericameria austrotexana) infesta-
tions in Texas were found to be mappable even from
SPOT multispectral satellite imagery when the foliage
of the shrub was fully developed and during periods of
low herbaceous biomass production (Anderson et al.,
1993).  The authors found that during drought condi-
tions the only green biomass present was from tree
and shrub species, including false broomweed.  The
limited herbaceous vegetation growth resulted in low
values in the near-infrared and red portions of the

Figure 2.  A digital camera mosaic of leafy spurge infestation on
the Caribou National Forest in Idaho.

Figure 3.  Aerial video imagery of Chinese tamarisk (Tamarix
chinensis) along the Rio Grande River in Texas.
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spectrum relative to the other classes.
In another study (Peters et al., 1992), low-spatial
resolution satellite imagery was found to be useful for
discriminating broom snakeweed (Gutierrezia
sarothrae) in the grasslands of central New Mexico.  In
this study, Advanced Very High Resolution Radiometer
(AVHRR) satellite imagery with a spatial resolution of
1.1 km was used in a multi-date study.  The authors
found that the best discrimination occurred in early
spring, as broom snakeweed has an early season
growth flush while most of the native warm season
grasses green-up later in the season.

Unique Reflectance Characteristics and the
Homogeneous Nature of Invasive Species

In addition to phenological differences, some invasive
species have unique spectral characteristics that may
help to distinguish them from surrounding land cover.
Leaf structure and function result in variations in the
absorption and reflection of solar radiation from plant
canopies (Tucker & Sellers, 1986).  Chlorophyll content,
flowering characteristics, vegetation, background soils,
life-form, etc., all have an effect on how the plant may
appear on remote sensing imagery.  Studies have
shown that there are two spectral regions where
remote sensing is particularly useful for discriminating
vegetation.  The upper portion of the visible (0.6–0.7 m)
and the near infrared (0.75–1.1 m) have been shown to
infer properties related to pigment absorption, green
leaf density, and canopy leaf water content.  These
regions provide a strong signal from the vegetation and
provide spectral separation from most background
materials such as soils (Tucker & Sellers, 1986).

In a study using a four camera video system with
sensor capability ranging from visible to near-infrared
light (0.41–10 m), Everitt and Nixon (1985) were able
to discriminate woolly stemodia (Stemodia tomentosa)
from other vegetation in the blue (0.42–0.45 m) wave-
lengths, while minimal differences were noted in the
near infrared wavelengths.  This difference in the visible
wavelengths was attributed to the plants’ dense white
hairs that cover the leaves and stem.

In a recent study, Everitt et al. (1994) determined that
Big Ben loco (Astragalus mollissimus) and Wooton loco
(Astragalus wootonii) could be quantified from other
landscape features using color infrared video imagery
and color infrared photographic prints at scales be-
tween 1:1,000 and 1:7,000.  Reflectance measure-
ments were made on each species with a hand-held
radiometer.  Throughout the growing season both
plants showed higher near-infrared reflectance than
any surrounding vegetation.  This was the key factor in
their identification on remote sensing imagery.  Opti-

mum scales for detecting individual plants and small
populations were 1:1,000 to 1:3,000.  However, the
authors suggest that large format 23 cm film would be
optimum for mapping locoweed populations over
extensive areas because of wide ground cover and
superior resolution.  For example, a single roll of 23 cm
film would photograph 14,900 ha at a scale of 1:5,000.

Finally, in a further study (Everitt et al., 1999), it was
determined that spectral reflectance differences
between two species of aquatic macrophytes resulted
in good detectability for waterway invasive species.  A
three camera multi-spectral digital video system
(Figure 4) was employed to acquire imagery of
waterhyacinth (Eichhornia crassipes) and hydrilla
(Hydrilla verticillata) in southern Texas waterways.
Because waterhyacinth had a higher near infrared
reflectance than surrounding vegetation, and hydrilla
had a lower near infrared reflectance, the resultant
imagery produced very accurate maps of aquatic weed
infestation (Figures 5 & 6).

Figure 4.  Airborne three-camera video system employed for
detection of aquatic macrophytes in Texas.

Figure 5.  Video imagery of waterhyacinth (Eichhornia crassipes)
and hydrilla (Hydrilla verticillata) along the Rio Grande River in
Texas.
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Predictable Habitat Requirements

In order for remote sensing to be cost-effective for
detecting and monitoring invasive species, it is usually
necessary to narrow the scope of the project area.  In
many instances, invasive species are highly correlated
with certain cover types or conditions.  Methods using
remote sensing and geographic information systems
(GIS) can be used to narrow the scope of data collec-
tion to only those habitats that are most likely to
contain the invasive species.  Martinko (1982) used
Landsat Multispectral Scanner (MSS) satellite imagery
to stratify a county into major cover-type categories
determined on the basis of musk thistle (Carduus
nutans L) habitat preference (i.e., pastures, wooded
land or brush areas, old fields, and cropland).  Large
scale color infrared aerial photographs (1:3,800) were
then acquired over these targeted areas during peak
musk thistle flower.  This use of remote sensing shows
how images from various levels can be used in con-
junction to map and monitor noxious weeds.

Dyers woad (Isatis tinctoria) infests crops and waste
areas and is spreading at an alarming rate on western
range and forest lands.  In a recent study (Dewey et al.,
1991), Landsat Thematic Mapper (TM) satellite imag-
ery was used to identify specific land cover types
associated with dyers woad.  Out of sixty cover types
mapped from the TM imagery in northern Utah, ten
were found to be strongly associated with current dyers
woad infestations based on field studies of 1,731
infestation points.  The author’s opinion is that the use
of satellite imagery and GIS predictive methods
provides land resource managers with a powerful tool
for estimating potential weed distribution over large,
vegetatively diverse land areas.

The use of GIS is becoming an important tool for
recording the location, size, and type of outbreak as
well as for predicting plant habitat.  In one study
(Prather & Callihan, 1993), a GIS was developed
specifically for eradication of the common crupina
(Crupina vulgaris).  This study illustrated how a GIS
was used to develop a simple model for eradicating this
weed through maintenance of a database for record
keeping, sensitive area delineation, weed surveying,
and developing control tactics.

Conclusion

Studies have shown that discrimination of numerous
invasive species is possible using remote sensing.
Because each species has unique growth characteris-
tics, it is not possible to provide recommendations that
would apply to all potential detection efforts.  However,
there are some common points brought up in past
projects that illustrate the usefulness of remote sens-
ing.  It appears that there is no single best time of year
to discriminate invasive species from surrounding land
cover.  Phenological differences between the plant and
the associated vegetation should be studied carefully in
order to identify periods of maximal differential reflec-
tance for optimal remote sensing data collection.
Some vegetation characteristics of the plant species
may also lend themselves to detection by remote
sensing.  Flowering characteristics and leaf structure
appear to be important to identifying weeds from
remote sensing.  Large area coverage imagery, such
as satellite imagery, can be useful for delineating
potential habitat of noxious weeds, and, in some cases,
can even identify large infestations.  However, higher
resolution imagery, such as large scale aerial photo-
graphs or video, must be used in order to locate
smaller infestations.  With GIS, the advantages of using
remote sensing are even greater.  Information derived
from remote sensing imagery can be used with other
theme layers, such as slope, elevation, aspect, etc., to
assist in locating infestations as well as to develop
strategies for control.
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Abstract

Introduction

The results of insect pest surveys seem to be more
unpredictable than ever in recent years, as exotic
species keep popping up with unsettling regularity.

Calls from homeowners,
nursery operators, and
landscape and forest
managers reporting remark-
able pests or damage
they’ve “never seen before”
are more ominous now than
in 1983, when the picture
was taken.

Rapidly expanding global trade and personal travel are part of an economically driven amalgamating process that
has the propensity, if not certainty, to mix together and homogenize the earth’s biotic elements.  This “mixing”
inexorably includes global pest and disease organisms, the detection and monitoring of which have been con-
ducted at the state level (in the “other” Washington) for the last 15 years.  My presentation today is intended to
provide an update on some new tools for collecting and managing digital information essential to the diagnostic
processes we rely on for pest surveys.  The “virtual cart” (in my presentation title) refers to the dynamic and often
vaguely defined collective process we participate in as part of the existing system to deal with introduced exotic
pests.  The “uphill reality” is a function of the rapid growth of global trade and travel, which may make our task
analogous to fishing in a waterfall.  “Digital horse” refers to several new digital cameras and graphics applications
that can provide us all the practical means to capture and exchange picture-based technical information essential
to effective surveys.  Digital cameras are now a functional and affordable tool for the instant capture of graphical
information.  The Nikon Coolpix® 950 and 990 cameras capture very high quality pictures, are easy to use, adapt-
able to varied conditions, and cost less than $1,000.  Most importantly, they both have a built-in macro lens ca-
pable of sharp auto-focus to less than 1 inch.  Digital cameras provide instant verification of photograph content
and quality, which makes film photography archaic and expensive for many applications.  Scanner technology is
also now a practical and inexpensive means of converting existing (hard-copy) graphics to digital format for
exchange and manipulation.  Powerful new software applications make digital graphic manipulation and organiza-
tion easy and fast.  However, while the capture and exchange of digital graphics may become a workhorse of the
regulatory survey and diagnostic processes, they will not replace the systematists and physical diagnostic re-
sources necessary for definitive pest and disease identification.

Fortunately, this Seattle backyard collection ended up
being a fairly common “plastic” species, although
somewhat confusing systematically.  Unusual pests
found in the following few years, however, began to
produce a lengthy list of exotic species new to our
corner of the country.

Expanding trade, opening new markets and bringing
new commodities into the flow of commerce, is only
one segment of the rapid growth in global movement.
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The graphic was prepared for a poster session at the
1997 NAPPO conference in Seattle, thus “North
America” in the title.  “APHIS, PPQ” has been inserted
here where there was “NAPPO.”  It works well for
consideration here, in that the pathways are many, and
likely increasing.

Who stands behind the door, pressing to keep the
pathways regulated and the door shut to damaging
exotic pests and diseases?

It’s our own Charles Schwalbe, Associate Deputy
Administrator, USDA, APHIS, PPQ, shown here during
his hands-on gypsy moth-bashing days in about 1985.
Although he will undoubtedly deny having ever been in
Bellingham, Washington, here he is, having more fun
than a Methods Laboratory Director (his position at the
time) should, and even in the rain.  We, at the Washing-
ton State Department of Agriculture, owe Chuck, and
his esteemed successor at the OTIS Laboratory, Vic
Mastro, a huge thank you.  They provided the critical
“right stuff” to keep gypsy moth out of the Pacific
Northwest during critical high-immigration years.  More
power to them and their APHIS cohorts now, as we
face an expanding cast of invasive pests from distant
corners.

CAPS Surveys

In the course of conduct-
ing a variety of CAPS
exotic pest detection
surveys over the last 10+
years, determining the
presence or absence of
the target species has
generally been fairly
straightforward.  Target
pest recommendations
came with sufficient

diagnostic information (as part of the pheromone, trap,
and biology information package) to allow surveyors to
identify, or at least screen, trap catch for potential
target species.

However, one invariably frustrating facet of many
surveys is the question “What are those non-target
collections?”  To try to identify all species collected in a
survey is an appealing concept, particularly when
using exotic pheromone lures or working in high-risk
areas like ports.  Screening non-target captures for
potential new exotic introductions requires knowledge
of the “background” or endemic species present, a
knowledge base that does not exist or is very limited in
many states.  This is unfortunately the case for many
insect groups in the Pacific Northwest.

Nevertheless, the discovery of several exotic fruit tree
pests in Washington between the mid-1980s and early
1990s prompted us to begin to try to identify all species
collected, targets and non-targets alike, at least from
surveys for exotic pests of tree fruit.

Also, beginning in
1994, we initiated a
series of CAPS
surveys examining
apple defoliators
present in Western
Washington, in
which defoliator
larvae were col-
lected and reared to
adult for identifica-
tion.

For those who are not familiar with the “other Washing-
ton,” most of the urban population of the state and
industrial base is located in Western Washington, the
Puget Sound area in particular.  The Cascade Moun-
tains form a major geographical barrier between the
commercial apple-producing areas in Eastern Wash-
ington and the populous “west side.”
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This bit of information is provided to show that the new
pest occurrence information represents pests that do
not occur in the major areas of commercial production
at this point, a rather significant detail when negotiating
export market access for a billion dollar commodity.

resource that did not exist before.  Building that collec-
tion and exploring new tools for developing and sharing
diagnostic information, with limited resources, has
become a CAPS project focus in Washington State.
This is a good opportunity to share some of the
exciting new technology that is now available and
accessible, even to those on limited resources.

New Photographic Technology

We all know
how many
words a good
picture is worth.
This particularly
is true for the
process of
identifying pest
and disease
organisms and
the symptoms
or damage they
inflict.  In the
last two years,
the ability to

capture, manipulate, organize and share digital graph-
ics has radically improved.  But what may be the
biggest surprise, as far as news, is the tremendous
improvement in image quality and dramatic decreases
in costs of hardware.

The widespread incorporation of digital imagery tools
into our collective process will make critical information
sharing much easier.  Our “virtual cart” of participants
and procedures involved in detecting and identifying
introduced exotic pests should travel a bit faster with
the horsepower that digital imagery provides.  The tools
are here now and will only get better (and cheaper).

As a real world example, two years ago the identity of
the (now) familiar-looking beetle specimen pictured
here was determined in less than 4 hours from the time
it was brought into the Olympia office.  This photograph
was taken with a hand-held digital camera, without any
special lenses, and the specimen was placed on a
windowsill for lighting.

The summary table shows that the CAPS survey of
apple defoliators was rather “fruitful” for new state and
U.S. exotic species records between 1994 and 1995.

It is important to note here that all of the exotic species
first-detection records from 1994 and 1995, with the
exception of apple tortrix, were known (from the
technical literature) to be established in British Colum-
bia, Canada, and were anticipated to be present in
Washington State.  These new exotic species appear to
have spread through natural dispersal into northwest-
ern Washington, which is also the case for most of the
other subsequent record captures shown here.  How-
ever, apple tortrix, the new bark beetles, and the poplar
shoot borer were all identified as non-target catches in
surveys for other target species.

The process of rearing and identifying these new exotic
species and the non-target native and known estab-
lished exotic species has produced a substantial basis
for a reference collection of regional Tortricidae, a
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The camera shown here, sitting on top of a compound
microscope, is a digital camera purchased in 1996.  At
the time, it was a fairly sophisticated camera, although
it has no on-board memory and needed to be con-
nected directly to a computer for image capture and
storage.  Manufactured by the PixEra company, it uses
a process of combining several exposures to create a
single 1200 x 900 pixel image.  Besides the limiting
lack of memory, the camera came with a small aper-
ture lens, which provides a very shallow depth of field.
However, for applications such as this where depth of
field is not an important consideration, it works very
well.  When purchased, the camera and computer card
required to connect the camera to a computer cost
about $1,000.  Comparable cameras today, with
onboard memory and capturing the same size image,
are available for less than $500.  In any case, a rela-
tively unsophisticated camera such as this can be a
very useful tool in a number of situations.

When the Nikon CoolPix
950 camera (the lower
camera pictured) came on
the market about 3 years
ago, the initial technical
reviews of the camera and
the image quality it
produced were glowing.
At the time, the CoolPix
950 with an 8 MB memory
card cost about $1,000.
While the image quality

sounded great, the camera feature that clinched a
purchase for me was the built-in macro lens with
autofocus down to 0.8 inch.

Having purchased a CoolPix 950 and tried it out, I felt
like I had a piece of hardware from the future.  This little
camera captures incredibly sharp images in up to
1,600 x 1,200 pixel format, and has every operational
feature found in good quality film cameras.  The
autofocus macro capability is truly amazing.  That
feature, and the instant picture review capability, in
many ways are a quantum leap over the bags of
camera hardware and macro lenses many of us have
dragged around for the last 30+ years.

Within a year, Nikon released the CoolPix 990, with
even more sophisticated features including a 2,000 x
1,500 pixel format with a price tag around $1,000.  Both
models use the little compact flash-memory cards,
shown here with the CoolPix 990 that can be pur-
chased with as much memory as the budget will allow.

The pivoting parts and full color, high-resolution
displays make these cameras very handy for macro
photography as well as getting odd angles for regular
pictures.  The autofocus can take a few seconds to
decide what’s right, which can make holding the
camera steady at arm’s length a bit tricky.  To compen-
sate for this, both the Coolpix 950 and 990 have a “best
shot selection” feature, in which they shoot a series of
pictures in rapid succession then select the sharpest
image in the set to send to memory.

Taking pictures outdoors in bright sunlight makes the
display difficult to see; however, both cameras have
nice optical viewfinders.  The optical viewfinders have
handy bracket lines for centering the light metering
and/or locking down the autofocus, which happens
when the shutter is depressed half way.  With a little
practice, using the optical viewfinder also allows the
display to be turned off, which saves considerable
battery life.

48



With macro focus
capability down to 0.8
inch from the lens, these
cameras take great full-
field pictures of objects
the size of a nickel.  With
their large format capture
capability, one can crop
out even smaller subjects
with fine detail.

The set of photographs where the actual picture taken
is matched with the set-up in the upper picture gives a
feel for the capabilities of these cameras.  However,
there is another trick for improving the illumination of
the subject that makes a great difference in the quality
of photographs taken with fiber-optic lighting.

Fiber-Optic Lighting

Fiber-optic light diffusion is a lighting procedure that
Henri Goulet introduced me to at one of the fabulous
Hymenoptera workshops that he, Lubo Masner, and
other excellent systematists conducted.

Essentially, light diffusing
filters, when placed a few
inches from the fiber-optic
light sources and close to the
subject, deflect and scramble
the more or less coherent
light beam.  The result is that

the light appears to be coming from many different
angles and does a much better job of illuminating
uneven surfaces.

The “spare no expense” materials here are simple
blocks of Styrofoam, into which are inserted cut pieces
of the opaque white plastic material used as report
covers.  This is the kind of material that becomes fairly
transparent when laid on text, but becomes an opaque
white when lifted off text.  The original material that
Henri demonstrated at the workshop is a thicker white
mylar material that is actually used to make diffusing
filters for commercial photography and stage lighting.
That material can be very difficult to find and this
thinner material works almost as well.

The photo shows how the filters
do a nice job of dispersing the
light when placed close to the
subject.  Generally, the closer the
filters are placed to the subject,
without having them interfere with
the picture, the better.

The closer view shows
how light is dispersed
evenly by the filter
material.  This effect is
more pronounced the
more irregular the
surface, and can be
quite dramatic in
bringing out the textures

on rough elytra and other insect structures.  Again,
under higher magnification, the smaller the texture
detail, the better this works.

The pictures show
a comparison with
and without the
diffusion filters.
Although the fiber-
optic light source on
the left is about the
same distance from
the subject in both
pictures, note that

the subject is much more evenly illuminated overall by
the filtered light.

Next, let us look at some real examples of insect macro
photography using the light-diffusing material.  The
scale marks on the left in the picture are millimeters.
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These are the two European wire worm species that
we collected in Washington State this year.  A collage
like this is easy to put together and works well for
comparing the subtle morphological differences
between these two species.

These pictures worked well as references for my field
staff checking traps and my laboratory help re-check-
ing specimens prior to data entry.  For an additional feel
for the scale of these pictures, note the relative size of
the number 2 pins in these specimens.

In this picture are some examples of both hand-held
photography and photomicrography of another new
exotic resident from our corner of the country.  These
photographs were used to prepare a web page of
diagnostic information to separate the new species
from a close relative that has been in the Northwest for
several decades.

A key morphological difference between the two
species is illustrated in the two photographs of the
under sides of the heads in the upper right.  In the
newcomer species, Tipula oleracea, the upper picture
here, the space between the eyes ventrally is about the
width of the diameter of the basal segments of the
antenna.  In comparison, the ventral eye separation is
much wider on Tipula paludosa, usually several times
the width of the antenna segments.

The lower photograph, with the arrows overlaid on the
wing and abdomen, illustrate a character that can be
used to separate females of these two species.  Tipula
oleracea females have wings noticeably longer than
the abdomen.

This is the first page of the web site assembled to
disseminate information on this new species.  Creating
these web graphic images was quick and easy with the
little Nikon CoolPix 950.

Digital Imaging Hardwares

For the purposes of
this talk, I visited my
APHIS friends and
compatriots at the Port
of Seattle to check out
the new digital imaging
hardware they recently
acquired and to see
how it was working
into their “cartload” of
identification needs.

The veteran port plant pathologist, Dick Withee, had a
pretty good handle on most of the new, high-powered
tools.

The heart of the sophisticated set-up is a multiple CCD
video camera that can be moved between the new
dissecting microscope, a high-powered compound
microscope, and a handy light stand for larger subjects.
The video camera, which can also capture very nice
still photographs, feeds its imaging information to the
electronic system topped by the high resolution Sony
monitor.  Images are then edited and manipulated in
the dedicated desktop PC, as indicated here by
another old friend, the port entomology identifier, Eric
Johnson.

Eric was glad that Mr.
Withee was also in the
shop that day, because
he is the only one who is
able to operate the new
equipment so far.  After
a quick introduction to
the set-up by Mr. Withee,
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we proceeded to fire up the new gear to see if we could
generate and manipulate some digital imagery.

As luck would have it, within a few minutes a courier
arrived with several urgent ID requests from the
Portland office.  Eric and the urgent samples disap-
peared into another part of their laboratory, where I
subsequently found him going through the samples
under an old B&L microscope.  The first sample
contained a few collembolas (springtails), and the
second, some mycetophilids (fungus gnats).  Both are
common and neither generally considered economic.
Eric was not glad to see either one, grumbling about
the time involved with the samples and the state of
basic entomology knowledge of new line staff.  After
some discussion, I suggested that he might try to grab
a couple quick images of the sample insects and e-mail
them off to the officer who sent them as a “training
opportunity,” to put the new equipment to work.  His
reply was that he had neither the time nor the energy.

Eric’s predicament reminded me
of an earlier time when the new
digital technology was a bright
light that we expected would
reduce our workload by increas-
ing our efficiency, skills, and
knowledge.  The digital revolu-
tion would bring us mind-
boggling tools to protect our
economy, our environment, and
the American way.

In 1990, when this action photo was taken, our budgets
may have been headed down the plumbing, but we did
have some kind of vision (or hope, at least) that the
technology might help.  Note the core of my digital
arsenal here is a TRS-80 Radioshack “computer” and a
LORAN receiver.

However, sometimes the new technology does not
quite work like the visions or TV advertisements.
Sometimes the “learning curve” takes one down, or
backwards, a little further than expected.  This is the
mighty dilemma of the technology race, more true now
than 10 years ago.  Can the soldiers learn to handle
the awesome power of the new tools and will the hoped
for (visionary) advancement of process ever be real-
ized ... on the other side of the learning curve?  Or will
the (increasingly expensive) technology advance
beyond what we are trying to master BEFORE we even
get up from the pavement?

This is the digital imagery center in the Washington
State Department of Agriculture, Olympia Entomology
Laboratory.  The space is efficiently organized around
the microscopes and cameras, with diagnostic litera-
ture on the shelves to the right, laptop computer
access on the left (for database and digital reference
files), and the reference collection just out of camera
view to the left.

Pictured here are a few of the very inexpensive parts
used to mount the CoolPix camera onto the dissecting
microscope.  The key piece is the portable camera
mount with the C-clamp in the base, which is actually a
very handy tool for under $20.  The other parts neces-
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sary to rig the camera to look through the standard C-
mount camera-shunt on the Leitz (Wild) dissecting
microscope are a couple of small wood-working
clamps and a photo-tube adapter with an eyepiece lens
inside it.

The photo-tube with eyepiece slips into the standard C-
mount on the camera adapter, and the clamps hold the
portable camera mount against the barrel of the tube
so that it can be adjusted to let the camera look down
through the tube.  With the clamps and mount adjusted
correctly, the camera sits atop the tube and is held
nicely in place by the camera mount.  This same basic
set-up should work anywhere that a portable mount
like this can be clamped onto a microscope (compound
or dissecting), to hold the camera in position to look
through any pathway through which an image can be
seen by eye.  The only parts purchased for this set-up
were the clamps, portable camera mount, and an
additional eyepiece lens.  The camera adapter on the
scope is for a standard (film) camera C-mount, and the
tube was from an old Wild microscope camera mount.
Total equipment budget for the mount set-up was less
than $100.

Photomicrog-
raphy through
the dissecting
microscope
benefits even
more from the
light diffuser
filters than
hand-held
photography.
In this set-up,

we want to take pictures of the subject’s eyes, so the
filters are placed as close as possible to the eyes
without getting in the way.

Here is the com-
plete set-up, with
the view in the
display and the
close-up of the
eyes.  In the full
color versions of
these pictures there
are noticeable color
variations between

pictures, which are largely the result of illumination by
different types of light sources.  The microscope and
camera shot is by fluorescent light, the camera display
is backlit LCD, and the fiber-optic light on the eyes is an
incandescent light, color-corrected to match daylight.
The Nikon cameras are easily adjusted to compensate
for any kind of light color, and, in general, the larger the
picture format (the more pixels) the better the overall
color matching is with natural colors.

Shown here is another piece of budget-ware equipment
that can be very handy for certain applications.  A
microscope vendor in the Seattle area had a functional
base from a defunct microscope that had a fine adjust-
ing stage and a flat top on the scope arm.  The camera
sits nicely on the arm, and with the camera’s autofocus
turned off, a three-dimensional specimen can be raised
and lowered through the focal plane of the camera, and
picture “slices” of various parts of the specimen
captured can be “melded” into a single image with the
whole three-dimensional specimen in sharp focus.  The
cost for this hardware is $0.

Another feature of
these little Nikon
cameras is that they
also take small format
(640 x 480 pixel)
movies at two or three
frames per second.
Not a high resolution
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or smooth motion movie, but still a fun and valuable
feature, which can be used to show parts of the life
cycle of an insect.

Diagnostic reference graphics have been developed for
exotic defoliator surveys in the last few years.  At this
point, I have many of these types of diagnostic graph-
ics for most of the identified exotic and native species
in our reference collection, a total of approximately 130
species.  I hope to have a small CAPS project ap-
proved for the coming year that will allow me to compile
a reference CD with all of the exotic species and many
of the native species in our area.

I hope that this introduction to the fun and utility of
these new, easy-to-use, high-resolution Nikon cameras
has provoked interest.  They are sophisticated instru-
ments with fabulous potential for quickly capturing high-
quality graphics that can now be immediately shared
anywhere the Internet can reach.  They also are
literally “point-and-shoot” simple on automatic settings,
ready to take to the field.

Digital Image Software

There are a couple of pieces of digital image software
that should make managing your new graphics library
much easier.

For modifying graphic images, a fairly global consen-
sus is that Adobe Photoshop is the standard.  Any
conceivable way of modifying a digital picture can be
done with Photoshop.  Many other graphics software
applications will do many things, but not in the manner
of Photoshop.  Likewise, none of the other graphics
modifying applications is as massively intimidating as
Photoshop.  Actually, there are quite a few applications
having intuitive controls that allow sharpening, crop-
ping, and all the other primary functions with graphics,
but with a little introduction to Photoshop’s controls and
automated action palettes, one can appreciate the
power and sophistication it has.

The little application pictured here, on the other hand,
is software that, in my opinion, is miles ahead of
anything else available today for organizing and
viewing graphic image files.  CompuPic, by Photodex,
is a marvelously intuitive and efficient piece of soft-
ware.

It uses a logical-looking, three-window layout, with
standard menu bar and buttons along the top.  It has an
explorer-like folder-listing window on the top left, a
single file-listing window with thumbnails (optional) on
the right, and a very nifty preview window on the lower
left.  Single clicking on the thumbnails on the right pops
the graphic up in the preview pane, so that the files can
be flipped through (using the arrow keys) to look at
them without actually opening them.

All three win-
dows are scal-
able by dragging
the divider bar.
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By scaling up the preview window, the “preview” views
are great; even on slower computers, the application to
pop up the previews is very fast.  Several optional
views are selectable for the file listing window.

One listing option has expanded file information details,
and another file listing option displays smaller thumb-
nails as well as expanded file information.

In addition to the file sorting and organization strengths
of the application, there are a huge variety of file-
modifying functions built in as well.  Functions include
all the standard changes, as well as some fancy text
labeling and batch processing capability.  It will even
build captioned “picture index” pages in the background
to produce hard copy index pages.

CompuPic is really
a unique applica-
tion in many ways
and it costs less
than $100.

To summarize, the
development of the
Nikon CoolPix 950
and 990 digital
cameras has made

high-resolution digital imaging a very practical and
powerful tool that has particular utility to the exchange
of technical diagnostic information.  The rapid, eco-
nomical capture, sharing, and referencing power
inherent in digital imagery should be incorporated into
the mechanisms that form the basis of our collective
involvement in detecting and monitoring invasive
species.

The Future

While this
technology
brings some
exciting and
encouraging
new facility to
the process of
identifying
potentially
significant
unknown

“new” animals in our midst, I am concerned for the
critical mass of systematic expertise that supports the
process.  I am not sure that there will be experts with
whom to consult when the next odd, exotic, walking-
fish-moth shows up in a gypsy moth trap in a few years.
Expertise among even the major economic insect
groups is becoming scarce.  I greatly value the support
I’ve had recently from the Lepidoptera identification
collaborators shown here: John Brown at the System-
atic Entomology Laboratory and Michael Sabourin and
Bill Miller from the University of Minnesota.

Recently, a friend and compatriot with Agriculture
Canada and I were reflecting on the erosion of taxo-
nomic support for quarantine and regulatory surveys
(and, in his words, “Forget about other things like
biodiversity studies, environmental assessments, and
the pure science of classification”).  He shared some
very disturbing details on this process in Canada.
Thirty years ago there were about 40 insect taxono-
mists and six nematologists working in the Canadian
National Collection.  Today there are 17 entomologists
and no nematologists.

As a biologist, I find it extremely disconcerting that the
need for a systematic understanding of the fabric of life
we depend on is of less and less importance.  In the
regulatory realm, how can we promote science-based
trade negotiation, create and carry out science-based
policies, or even understand the significance of inva-
sive species if that basis continues to be eliminated?

We have come to the
uphill reality element
of my digitally pow-
ered presentation.
Sometimes the tides
of trade seem like this
waterfall. Sometimes
just getting through the
day seems like this.

We could all use a little more power to sort out the
important stuff. These exciting new digital cameras are
great tools for sharing information.
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Use of Spatial Analysis in Disease Investigations

Jerome E. Freier
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Abstract

Spatial analysis offers a range of investigative methods that can provide valuable insight into understanding
pathogen spread within populations of plant or animal species.  Before spatial analysis methods are applied, it is
best if data are stored in a geographic information system (GIS).  GIS is a computer-based technology for collect-
ing, storing, viewing, and analyzing spatially referenced data.  GIS methods provide a means of managing and
accessing spatial data for use in developing disease surveillance and control strategies.  Data stored in a GIS are
similar to other data except that geographic coordinates and a unique spatial object identifier are part of each
record.  In typical systems, spatial data are stored in a graphics file, and unique identifiers link each object to one
or more records stored in a separate database file.  GIS software processes and interprets location information in
either two-dimensional or three-dimensional space.  Query operations are used to select either attribute records or
specific spatial objects that are then viewed on a computer’s display.  Critical to the development of a successful
GIS is the creation of valid spatial data models and the building of relational data structures.  GIS analytical
methods can be used to examine the distribution of quantities, determine population densities, provide neighbor-
hood comparisons, and detect changes over space and time.

Spatial analysis, as a function distinct from GIS, is the quantitative study of phenomena located in space and
stored in GIS, such as the analysis of point patterns, spatially continuous data, and area data.  Specialized,
statistical tools are used in spatial analysis to enable the exploratory data analysis (EDA) of spatially referenced
information.  Point data can be measured in terms of complete spatial randomness (CSR) by evaluating the degree
of intensity and spatial interaction among points.  Variogram modeling is used to estimate sources of variation
between spatial components.  Using a variogram model, a continuous surface is created by mathematically
interpolating point values to produce a raster model that predicts values between points of known observations.  In
addition, data associated with areas can be analyzed to determine the correlation of values of the same variable at
different spatial locations.  Both global and local indicators of spatial association can be derived from polygon data.

GIS combined with spatial analysis can play a valuable role in monitoring plant health and in the development of
systems for detecting invasive species.  A spatial approach to surveillance will improve disease detection by
targeting areas of greatest risk.  Specific examples will be presented showing how GIS and spatial analysis
methods can be used effectively in a geographically based, invasive species detection system.

Introduction to Spatial Methods

In disease outbreaks, or other types of emergencies,
maps play a vital role in orienting field staff members to
local conditions and in providing situation managers
with a perspective on affected areas (Figure 1).  How-
ever, the use of maps in disease emergencies is not
new.  Perhaps the most celebrated example is that of
John Snow, a physician working in London in 1854,
who demonstrated a spatial association between
cholera cases and a single water source.  Eliminating
public access to the contaminated water supply

Figure 1.  Disease
investigators using
paper maps to locate
study sites.
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brought an end to the outbreak (Brody et al., 2000).
Since the time of John Snow, the use of maps by
epidemiologists has been a fundamental process in
disease investigations.  Today we are fortunate to have
many specialized methods that make the use of paper
maps an outdated approach.  The digital world has
opened new avenues in the way we look at spatial
data.

Mapping is the visual representation of spatial data
using cartographic methods and should not be consid-
ered synonymous with geographic information systems
(GIS).  Geographic information systems are a combina-
tion of computer technologies that integrate graphic
elements, organize information into databases, and
compute spatial relationships.  The process of mapping
generally refers to paper displays, whereas spatial
displays on a computer are called views.  Although
paper maps can be created from data stored in a
geographic information system, this format can be
difficult to interpret in assessing environmental factors
linked to disease transmission.  This process can be
complicated further when disease data are actively
changing relative to environmental factors.

Specialists in many fields use geographic information
systems, including emergency services, environmental
monitoring agencies, and human health services.  In
contrast to the popularity of GIS in other fields, plant
and animal health uses of GIS have gained rather slow
acceptance.  The reasons for this are many and varied.
One reason is that incorporation of spatial methods
works best when users have a specialized knowledge
of physical geography, cartography, geodesy, GIS,
global positioning systems (GPS), and remote sensing.
This is important because spatial methods, such as
GIS, are not scientific processes by themselves.
Scientific methods, such as assembling ideas, design-
ing investigative studies, collecting and analyzing data,
forming working hypotheses, and accepting or rejecting
a conceptual hypothesis, are essential to plant and
animal studies.  Spatial analysis tools should be used
in conjunction with scientific methods to validate
relationships in the natural world.

GIS Basics

Most disease investigators use an ecological approach
in which the interaction between human, cultural
activity, and the natural environment is compared to
identify causative factors associated with pathogen
survival. The term “landscape ecology,” first described
by Carl Troll, is the science that investigates the
relationships between the biosphere and
anthroposphere and either the earth’s surface or the
abiotic components (Vink, 1980; Forman & Godron,
1986; Haines-Young et al., 1993). Landscape ecologi-

cal concepts are methods to provide the scientific
framework for the field of spatial epidemiology.

As shown in Figure 2, GIS methods involve the cre-
ation of abstractions of the real world in either two-
dimensional or three-dimensional models.  In the
construction of data models, landscape features are
reduced to the simpliest common themes that catego-
rize a feature.  Examples of thematic data layers are
terrain, soils, vegetation, hydrology, precipitation,
demography, transportation, and populated places
(Figure 3).  It is essential that each data layer be
aligned exactly with other data layers such that the
real-world coordinates of a geographic location in one
layer will be precisely in the same location in all other
layers.

Figure 2.  GIS is used to create spatial models of the real world.

Figure 3.  Example of thematic layers associated with a surveillance
study.

Thematic data layers actually consist of two compo-
nents: a graphics display and feature attribute data.
That is, each feature displayed in a view is linked to an
attribute table that contains information relative to that
feature.  Information about the type of feature, its
location, length, and area are stored in the database,
along with quantitative or qualitative descriptions.  One
or more fields should contain a unique identifier and
this ID is used to join database tables together, thus
extending the information available from basic attri-
butes to specialized data that can be used in analyses.
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When new data are used to create GIS database
tables, it is essential that new information contains a
spatial reference.  A spatial reference can be a pair of
X–Y coordinates, such as longitude-latitude in decimal
degrees or UTM eastings and northings in meters.
Geographic boundaries can be used if there is a data
layer that will recognize the association between a field
in the new data and a field in a theme’s attribute table.
Common boundary data fields in spatial referencing
are state or county boundaries, census tracts, zip code
areas, or the Public Land Survey System’s Township,
Range, and Section grid.  Once spatially-referenced
data are added as a thematic layer, information can be
queried to identify patterns and trends.

One type of theme that serves to orient the user is the
base data layer.  Typical base data layers include:
country outlines, state boundaries, county outlines,
township-range-section, rivers and lakes, roads,
railroads, cities, or terrain contours.  These data layers
are readily available from government agencies and
commercial data vendors.

There are two categories of GIS data used to represent
features in the real world: vector and raster data.  In
vector data, all feature shapes are defined by X–Y
locations in space and each feature is stored as a row
in a database table.  Vector data use point, line, and
polygon objects to model landscape features.  Each
object contains specific types of information.  Points
convey information only about location, whereas lines
describe length, and polygons contain information
about perimeter and area.  In an analysis, information
about an object’s location, length, perimeter, or area
can be summarized with other data.

Raster data (Figure 4) are represented as a matrix of
cells in continuous space.  Generally a raster will be
used to represent a single theme; however, the raster
format is also associated with image data that may
contain large numbers of potential themes.  In an
analysis, data in individual raster layers are used to
create new layers with mathematically-derived cell
values.  Examples of raster data include satellite
images, vegetation classifications, and digital elevation
models. In the case of raster data, values are assigned
to each cell or pixel.  Every cell represents a specific
geographic area; therefore, each cell has spatial
dimensions and an attribute value.  Because raster
cells represent specific areas, it is essential that each
pixel be registered to real-world coordinates to ensure
geographic accuracy with other data layers.  In addi-
tion, an advantage to raster data is that cells can be
organized by either value or type of feature; then the
number of cells can be determined.  From the number
of cells representing a value, or feature class, the area
encompassed by that category can be easily calcu-
lated.

The concept of topology is a key component of GIS.
Topology is the establishment of spatial relationships
among points, lines, and polygons.  This process
involves managing data for each feature object.  For
example, in terms of topology, a point contains only a
pair of X–Y coordinates, a line contains a string of
coordinates (vertices), as well as a beginning point
(node) and an end.  Information conveyed by line data
is length and the location of line segments (arcs).
Polygon data are similar to line data except that the
beginning point and the end are at the same location.
Topological information contained in a polygon is
perimeter, area, and the location of bounding line
segments.  After topology has been created in the
spatial database, it is then possible to identify spatial
associations such as adjacency, containment, and
connectivity.  Among the most frequently used topologi-
cal methods is the point-in-polygon process in which
the number of points located within a selected polygon
boundary is determined by comparing two or more
thematic layers.

Another important concept is that of scale.  Map scale
is the ratio of the distance between two points on a
map, or view, and the earth distance between the same
two points.  A representative fraction (RF) is used to
express a map (view) to the real world as a mathemati-
cal ratio (e.g., 1:50,000).  Generally, three designations
of scale are used.  Large scale, usually less than 2 x
10–5, means that the RF is a relatively large number,
indicating a small area of earth is being considered.
Small scale is used to refer to large areas of earth
being displayed, where the RF is a relatively small
number, usually less than 4 x 10–6.  In contrast to map
or cartographic scale, geographic scale refers to the
spatial extent of a study area.  Consequently, large
geographic scale covers a large area and small
geographic scale represents a small area.  It is impor-
tant to distinguish between map scale and geographic
scale when describing an area.  The scale at which
data will be collected and analyses performed should
be determined early in an investigation.  The scale

Figure 4.  Examples of raster include satellite imagery, the classifi-
cation of imagery into vegetation classes, or terrain elevation data.
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chosen should be sufficiently detailed to answer the
pertinent scientific questions.

GIS applications work best when data are used in an
interactive way.  That is, thematic data layers should be
selectable and the view updated as new information is
added.  It should be possible to query either spatial
features or the database, while at the same time
creating graphs, displaying photographs, and creating
map layouts.  GIS used in an interactive way allows the
user to obtain and manipulate the numbers associated
with spatial features.  This information can be used for
spatial analysis.

Analysis of Spatial Data

Three major functions associated with spatial analysis
are visualization, exploratory data analysis, and model
building.  Each function involves a collection of pro-
cesses designed to enhance our knowledge about
spatial associations.  GIS methods are well-suited to
presenting data for visualization and interpretation.
However, it is important to avoid the “Gee Whiz” effect
described by Jacquez (1998).  Map layouts can be so
visually striking that spatial patterns and associations
may seem to appear where none exist.  It is important
that statistical methods be used to support and evalu-
ate data layers, to formulate testable hypotheses, and
to validate spatial associations.

Another concern of data visualization is that this
process is too often focused on maps rather than using
the full power of spatial data to be represented in three
dimensions.  According to Limp (2000), it is better to
use visual displays that incorporate a wide range of
information, stimulating as many human senses as
possible.

In exploratory data analysis (EDA), the goals are to
identify spatial patterns, especially hot spots of activity.
In addition, EDA is used to formulate testable hypoth-
eses and to characterize zones of influence.  One
cautionary note is that it is important to use care in
choosing appropriate statistical methods, particularly
with regard to infectious diseases, which may not be
independent in terms of space and time.  Some basic
methods of exploratory data analysis involve character-
ization of discrete features, continuous phenomena,
summarization of data by area, counts, classifications,
and density functions.

Discrete, or geographic, feature refers to the exact
location of spatial objects.  At any given geographic
location, a specific feature is either present or not.
Point, line, and polygon features can be described
based on their location and proximity to other features.
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In the case of continuous phenomena, points of known
information are interpolated to create a continuous grid
of predicted values that covers a specific geographic
area.  In summarizing data by area, information is
associated with specific geographic features then
summarized based on that feature.  For example, point
data showing the location of farms in an area can be
summarized according to zip code boundaries, using
the point-in-polygon process.  After determining the
number of points representing farms that fall within
each zip code boundary, the zip code areas can be
classified according to the number of farms contained
within.  Another grouping of quantitative data includes
counts, amounts, ratios, and ranks.  Each type of
information can be calculated from the spatial database
and the results displayed.

Before displaying quantitative information, it is impor-
tant to first examine and analyze the numbers being
included in a classification series.  The most frequently
used classifications are: natural breaks, quantiles,
equal intervals, and standard deviations.  To determine
the most appropriate classification method, histogram
techniques should be used to characterize the value
range and frequency structure of quantitative data.
Each classification method will have a significant effect
in the display of the end results.  Therefore, it is impor-
tant that the type of classification method used be
included in the description of any data analysis.

Dot density maps are used to represent the density of
individual locations.  Each dot represents a specified
number of features at a specific location.  For example,
a dot might represent 200 moths per trap night.  The
dots are distributed randomly within each area, such as
a county or state boundary.  The closer together the
dots are, the higher the density of features in that area.
The dot density method should be considered as a
graphical approach only, rather than as a scientific
display of data.  It is important to consider that ran-
domly placed dots will give an impression of actual
locations, thus leading to a misinterpretation of the
data.  Consequently, this method is not recommended
for use with surveillance or case investigation data.

More advanced methods of exploratory data analysis
are used to analyze feature associations (e.g., contain-
ment), neighborhoods, spatial clusters, and spatio-
temporal changes.  A principal objective in spatial
analysis is to obtain specific values for selected areas.
In the analysis of feature associations, it is desirable to
extract the values associated with a specific area within
each theme.  The values can then be analyzed statisti-
cally and used to accept or reject hypotheses.  Al-
though the end results of data extraction and analysis
procedures are quite valuable, this process is also
rather time consuming.  On frequently used processes,
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the extraction and processing of data can be auto-
mated through the creation of applidats, small task-
oriented programs written for a specific software
application.  Results of an applidat process can be
incorporated into a GIS as a derived data layer.

Points are the most common spatial objects used in
disease investigations, and the creation of a buffer
around a point is perhaps the simplest level of analysis
that can be conducted.  Buffers are based on a set-
back distance, or radius, and form a polygon boundary
around a point.  Buffers can be created at various
distances from a point to form concentric rings.  If
buffers are created for several points and the rings
overlap, the overlapping areas can be dissolved to form
a single buffer polygon.  It should also be noted that
buffers could be created for lines and polygons.

Another method of creating boundaries around points
is the use of polygon fitting techniques.  Many of these
methods were originally developed to estimate the
home range of wildlife, and are currently used to
identify centers of activity within a cluster of points.
Each method is based on a different algorithm; conse-
quently, the selection of points to be included in a fitted
polygon depends on the method chosen and the
modeling parameters.  Examples of polygon fitting
methods are: minimum polygon, harmonic, Fourier,
tessellation, minimum convex, and kernel.  Choice of
method depends on the type of population being
sampled and the overall goal.  With many of the
polygon fitting methods, parameters can be selected
that adjust the sensitivity of the model such that
increasing limits are placed on the criteria used for
point selection.

In the analysis of point clusters, three general catego-
ries of spatial statistics are usually applied.  These are
referred to as global, local, and focused statistics.  In
the case of global statistics, one or more clusters may
occur anywhere in the study area.  Local statistics
apply if a cluster occurs in specific locations, such as
administrative subdivisions within a study area.  If
locations are pre-specified, then focused statistics are
used.  Examples of global statistics include: K-function
tests, Grimson’s method, Cuzick and Edwards tests,
the join count, Moran’s I, and Geary’s C.  Specific
examples of local statistics include the spatial scan
test, LISA statistics, and the geographical analysis
machine tests.

Clusters are not always easy to identify, especially if
the data are noisy or have a background population
that makes groups difficult to distinguish.  A major
concern of point data is the possible influence of one
point on other nearby points.  Spatial neighbor analysis
procedures are usually applied.  One method is to

tesselate points to create polygon boundaries around
each point.  Then spatial autocorrelation indices, such
as Moran’s I and Geary’s C, can be applied to estimate
the likely influence of neighboring points on each other.

Another method to analyze spatial point patterns is
intensity analysis.  This method evaluates the number
of points per unit area and expresses a factor that is
the intensity of some event.

In examining spatial point patterns, it is important to
determine whether an aggregation of points departs
from complete spatial randomness (CSR).  A frequently
used collection of methods used to evaluate CSR is the
K-function tests (Ripley, 1976, 1981).  The Fhat and
Ghat tests indicate the probability of clustering when
the distances relative to each statistic are small.
Related tests, such as the Khat and Lhat, also plot a
calculated statistic relative to distance.  However, these
tests also include a plot of values expected from a
process that simulates values if CSR is occurring.
When observed Khat and Lhat values fall outside of the
confidence interval of the simulated values, then a
point pattern can be considered to be clustered.

Modeling Spatial Data

Spatial data models are based mostly on calculations
derived from different data layers in an overlay analy-
sis.  Data processed in models are typically in a raster
format.  However, data in a vector format can be
converted to a raster format such that each cell in an
enclosed polygon has the value of a specific attribute.
Raster cells can be manipulated mathematically,
especially through the use of algebraic functions.  In
addition, Boolean logic schemes can be applied to two
or more data layers to include or exclude areas.

Model building begins with the selection of a study area
followed by determining the components necessary to
produce the final result desired.  Components can be
weighted according to their level of influence or contri-
bution to the risk of some event.  When the model is
run, data are automatically brought into the model,
converted, edited, and manipulated mathematically to
yield the end results.

Another type of modeling is the creation of surface
models.  Surface models are functional, raster-based
surfaces derived from estimates of three-dimensional
data by combining geospatial information with a
quantitative value (Z), such as elevation, population
density, or chemical concentration.  Examples of
surface modeling methods include: minimum curvature,
inverse distance weighted, contouring, profiling,
polynomial, triangulation, meshing, and kriging.  Each
method is aimed at specific applications and the type of



method selected should be based on the nature of the
data being modeled and the type of output needed.

A popular type of surface modeling is kriging and this
method serves as a good example of the underlying
methods used to support a model.  The first step is to
assess variability in the data being modeled using
scatter or box plots.  The presence and amount of
geometric anisotropy in the data should be evaluated
using a range of variogram assessments.  Afterwards,
a variogram model can be constructed of the
semivariance in the data.  The nugget, sill, and range
values are calculated, then used as parameters for the
predictive output.  The output from a kriging process
can take several forms.  The most common output
formats are contour lines, a raster grid, and scaled,
three-dimensional surface.  Typically, the output in-
cludes both predictive values and standard errors of
the predictions.  These output models should be
examined closely to see whether the data are being
properly explained in the results.  Output surfaces can
be included as a thematic layer in GIS for viewing with
other data layers or for further analysis.

The Internet: Bringing Geodata to
Everyone

One of the most exciting developments in the past
couple of years has been the creation of geodata
servers that allow users to access specific information
over the Internet.  In the case of Internet map servers,
data reside on a server, and the client, using an
interface viewer, selects specific data to be viewed.
The map request can be from a list or from a more
sophisticated query of several data layers.  Once the
map request is completed, it is sent to the server
where the appropriate data are assembled and an
image file (e.g., a GIF file format) is created and sent
back to the client.  Depending on the nature of the
client-server arrangement, actual data can also be
distributed in this way.  In some cases, the server-
created view can be combined with thematic data
layers that the user has on the computer client.

Summary and Conclusions

Use of spatial data in disease investigations requires a
suite of methods that may be collectively thought of as
spatial data systems.  Vector and raster data, including
remotely sensed data, are brought into a geographic
information system’s structure for data storage, mainte-
nance, and retrieval.  The key to GIS is in the spatially
enabled databases that link vector or raster objects

with tabular information.  Once information is stored in
a GIS, spatial analysis and modeling can utilize these
data to describe patterns, test hypotheses and predict
trends.

In conclusion, spatial methods require special skills
that must be acquired through a fairly rigorous learning
process.  Geographic information systems provide an
excellent means of managing and visualizing spatial
data; however, GIS is not necessarily the most efficient
way to create maps.  Displays of spatial data should be
interpreted with caution and skepticism.  Be sure to use
appropriate analytical methods to explore spatial data
before drawing conclusions regarding potential asso-
ciations.  To evaluate the nature of spatial influences, it
is best to build models that integrate data from a
variety of sources.  Finally, the Internet is an ideal way
to give spatial data users rapid access to real-time
information and make interactive GIS a reality for
everyone.

References

Brody, H., M.R. Rip, P. Vinten-Johnson, N. Paneth, S.
Rachman. 2000. Map-making and myth-making in
Broad Street: The London cholera epidemic, 1854.
Lancet, 356:64.88.

Forman, R.T.T. and M. Godron.  1986.  Landscape
Ecology.  John Wiley and Sons, New York, 619 pp.

Haines-Young, R., D.R. Green and S. Cousins.  1993.
Landscape Ecology and GIS.  Taylor and Francis,
London, 288 pp.

Jacquez, G.M.  1998.  GIS as an enabling technology.
In: GIS and Health, A.C. Gatrell and M. Loytonen (eds.).
Taylor and Francis, London, pp. 17–28.

Limp, W.F.  2000.  Put the “Fizz” into “Data Viz”.
Geoworld 13(9):40–45.

Ripley, B.D.  1976.  The second-order analysis of
stationary point processes.  Journal of Applied Prob-
ability 13:255–266.

Ripley, B.D.  1981.  Spatial Statistics.  John Wiley and
Sons, New York.

Vink, A.  1980.  Landschapsecologie en Landgebruik.
Bohn, Scheltema and Holkema, Utrecht, The Nether-
lands.

60



Introduction

Public Involvement: Creating a Successful
Volunteer Program

Marsha B. Riddle
Director of Volunteer Services

Western Carolina Center

Abstract

The framework for the involvement of the public and volunteers in the programs and projects of an organization
have been successfully demonstrated in Health and Human Services agencies and organizations for many years,
as evidenced by the employment of managers or directors of volunteer services in many of these agencies and
organizations.

Specific standards for the involvement of volunteers include: assessing the agency’s or organization’s need for
volunteers and community support; developing recruitment plans and targeting specific individuals and groups for
involvement; orientation and training of the public and volunteers to the needs and roles of the organization; and
the organization’s monitoring, supervising, evaluating, and recognition of volunteers’ involvement.

The involvement of volunteers within an organization to support and achieve its goals requires: commitment from
the organization and its leaders; time required for planning the program; supervisors willing to involve volunteers in
worthwhile efforts that make a difference; time to evaluate efforts and recognize volunteers; and resources to
support  volunteers’ involvement.

I reviewed the vision of the Animal and Plant Health
Inspection Service in preparing this presentation on
public involvement and discovered these statements:

• to bring food to your table
• to stimulate global economics
• to safeguard agricultural resources
• to protect and enhance ecosystems.

Your mission statement “together with our customers
and stakeholders, we promote the health of animal and
plant resources to facilitate their movement in the
global marketplace and ensure abundant agricultural
products and services for the U.S. customers” speaks
to the organization’s commitment to involve the public.

As the professionals in leadership roles, it is up to you
to create the mechanisms and opportunities for public
involvement.  The commitment of the organization to
forge partnerships within as well as outside the organi-
zation is critical to a successful volunteer program.

A commitment has been made to communicating with
stakeholders in your planning process.  The job to be

done in the global market is much too big for govern-
ment alone to accomplish.  The public must be involved
in a more comprehensive and supportive way as
partners in your mission.

How you involve the public in achieving your goals, and
the steps to creating successful involvement are the
focus of this presentation.

Let’s begin with the steps necessary for a successful
volunteer program.

Planning

Create a volunteer/public involvement advisory com-
mittee, whose tasks are to:

• Determine the readiness of the organization to
involve volunteers and the climate in which they
will be asked to participate.

• Determine the long-range and short-range goals
and objectives for their involvement.

• Determine the roles, jobs and opportunities for
involvement and participation, including the
volunteer qualifications and expectations.
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• Determine the support needed for the volunteer
program, including supervisory staff.

• Determine orientation and training necessary to
the agency and its regulations.

• Establish the rules and guidelines for the volunteer
program.

• Determine the budget and resources available to
support volunteers.

• Determine reporting, an evaluation to measure
impact and involvement.

• Determine a plan to implement the volunteer
involvement either by project, state, region, or for
the entire organization.

Agencies that want volunteers and public involvement
must be able to answer the questions “why have
volunteers,” “what do we want them to do,” and “how will
we manage them.”

A written statement of philosophy for why the organiza-
tion is seeking volunteer involvement and written
policies and procedures must be in place to support a
successful program.

Volunteers within my agency, Western Carolina Center,
a state-operated facility for persons with developmental
disabilities, include all persons who are non-salaried
and perform a service for the organization and/or the
individuals whom we serve, including federally funded
stipend volunteers such as Americorps and Foster
Grandparents who come to us with the support of
National & Community Service grants.  It also includes
Service Learning students, either elementary, high
school, college or graduate students, groups and
organizations with whom we partner to reach our
goals, and parents and friends of those whom we have
served by the program.

One additional area of importance is a risk manage-
ment plan assuring that the organization as well as the
volunteer is protected.

The orientation and training plan must prepare the non-
paid staff (the volunteer) to do the jobs and assume the
roles planned for them.

The financial and personnel resources for the manage-
ment of the program must include staff:

• to supervise involvement
• to orient and train volunteers
• to evaluate performance
• to recognize participation.

Has a volunteer/public advisory committee or team
been appointed for the Animal and Plant Health
Inspection Service or the Plant Health Division?

Potential membership of this committee might be:

• staff appointed by leadership
• APHIS alumni organization representatives
• college and university representatives
• local, state, national conservation and preservation

representatives of nonprofit organizations
• other concerned stakeholders and customers.

These representatives will come together to plan and
to create a volunteer program if asked for their input.

Understanding the Trends and Issues in
Volunteerism

Volunteering has changed greatly over the last 25
years.  The great expansion of nonprofit organizations
has picked up where government (local, state, and
national) has decreased services and programs, and
has moved forward with supporting the needs of
people, the environment, and the community.

Recruiting for volunteers who do not exist in the
community is a fruitless and frustrating task.  Spending
time and energy targeted to the group or individuals
who can best meet the identified roles of an agency is
the key to a successful recruiting strategy.

The Independent Sector’s recently released national
survey of giving and volunteering in the U.S. shows
that:

• 56% of adults volunteered – the highest ever
recorded by their survey

• 109 million people volunteered, representing the
equivalent of 9 million full-time employees valued
at $225 million

• 90% of people volunteered when asked.

These facts reveal that the number of people who
volunteered was up; however, the number of hours they
volunteered individually was down.  People often prefer
short-term involvement, even such activities as “Make
a Difference Day” in October, or Youth Service Day in
April, or Martin Luther King Day in January.

In a recent publication by the Points of Light Founda-
tion, a national nonprofit organization, several futurists
reported their projections to the American Demograph-
ics magazine on the volunteer of tomorrow.

• E-power is the power of the future.  People are
more educated, have more disposable income and
are wired and connected.  The Internet is used as
a premier source for information for decision-
making, including how and where people volunteer.
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Putting these trends together, we discover that
40% of Americans, aged 50 and over, have home
computers, and 70% of those have Internet
access.  This increases daily.  Over two-thirds use
the computer for E-mail and over half do research,
check out current events, and discover opportuni-
ties to buy.  Why not opportunities to volunteer as
well?

• An immigration boom in the U.S. is similar to that of
the 1900s, with today’s immigrant population being
mostly Hispanic.

• Baby boomers are aging.  By 2020, 6.5 million
people will be 85 years old or older and the number
of retiring baby boomers increases daily.

Are public involvement and volunteer opportunities a
part of your web site as well?  Several web services
can put your organization and its volunteer opportuni-
ties on-line.  An integrated E-mail makes contacting
volunteers easy.  Partnerships with academia and other
government agencies and organizations can accom-
plish the same.

There are 26 million young people aged 12–18 in the
U.S. or 13% of the adult population.  They have grown
up in a more diverse and connected world.  Their view
of the world is drastically different from the baby
boomers.  Their world of reference:

• had no Atari or record albums
• have never seen a T.V. that stopped at Channel 13
• do not remember the fear of nuclear war.

They are fiercely independent and savvy.  This audi-
ence straddles both Generation X and Generation Y.

This group of individuals has great potential for sup-
porting causes of concern, but, according to the
Independent Sector, in 1998 less than 43% of 18- to
24-year-olds were asked to volunteer.  Eighty-seven
percent (87%) of the group asked volunteered.  Today’s
youth have no clear common cause to rally around.  It
could be your cause.

Youth who volunteer do so because they are told of the
opportunity, understand why they are needed, have
some personal connection to the cause, believe that
getting involved will help them benefit personally, and
believe they can make a difference in the world.

They believe that a good volunteer experience is
rewarding work, will expand their horizons, give them a
sense of belonging to the group, provide them with
clear communication and understanding of their role,

that their input will be honored, and that recognition will
be meaningful and personal.

If you want to target youth, offer flexibility, think big, see
the opportunities through the eyes of an 18-year-old.
Recognize that they need to improve their resumés,
may be looking for jobs, and have great personal
strengths and abilities often unrecognized because
they are young.

Recruitment Strategies

Once your staff team and managers of the volunteer
programs have been identified, they will spearhead the
marketing and recruitment strategies developed by the
advisory committee for the program’s projects and jobs
created.

Market your opportunities for involvement through the
organizations who share your vision and have common
goals and concerns, and create national public infor-
mation and education programs with themes, always
reminding the public of the opportunity for their involve-
ment.  Your potential partners for marketing include:

• Key stakeholders dedicated to pest detection
activities – these should be identified by lead state
and federal plant protection officials in each state

• Land grant colleges and universities in each state
which will create the service learning and intern-
ship programs

• Environmental groups and biodiversity groups on a
local, state, national, and international level

• Industrial research organizations
• Corporate community that shares common rela-

tionships
• Agricultural extension services and programs
• Public and private educational systems
• Horticulture enthusiasts and link to recognized

shows and exhibitions
• Other government entities and national nonprofits

that recruit and place volunteers for year-long
commitment and short term activities, for example
the Corporation for National & Community Service,
including Americorps, Vista, and Retired Senior
Volunteers Program

• National senior programs with a volunteerism
emphasis – AARP (American Association for
Retired Persons), SCORE (Senior Corps for
Retired Executives), and your alumni organization

• Nonprofits who care about the environment.

Concentric circle recruitment creates a natural flow of
volunteers.  It is the simple theory that those who
already know you and your mission and have a con-
nection are the best and most successful to target for
your recruitment campaign.
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Managing and Recognizing Involvement

Managing volunteers is no different from managing any
other staff member within your organization.  They
must have a job description, receive the orientation to
the agency necessary for all staff, and the training
necessary to accomplish the goals of the position.
They must have a specific supervisor assigned to them
who will monitor their involvement, receive their time
and accomplishment records, and counsel or correct
any problems that might arise during their involvement
with the organization.

Recognizing that the volunteer has needs and support-
ing those, particularly if they are learning needs, is
critical to their satisfaction.

Recognition comes in a variety of ways and is often
specific to the individual volunteer.  However, it is
critical for the leadership and the community to publicly
recognize volunteer involvement within the organiza-
tion.  There are hundreds of ways to recognize volun-
teers, from a “good morning” and “thank you,” to a “job
well done.”  If the organization and staff want volun-
teers around and recognize and support them as they
do paid staff, then the volunteers will feel the satisfac-
tion and receive the personal rewards necessary for
them to continue their involvement in the organization.
Involving volunteers as true members of the team is
the most important thing staff can do to recognize the
value of volunteers.

In summary, the plan of action for volunteer and public
involvement is:

• leadership commitment to the involvement of
volunteers

• staff commitment to time necessary for planning,
recruitment, training, and supervision of volunteers

• agency commitment to financial and personnel
resources necessary for the program

• establishment of the policies and procedures, rules
and regulations

• creation of a tracking, monitoring system for
volunteers

• establishment of evaluation and recognition
systems.

If these elements are in place, a volunteer program will
thrive within the organization.

Creating a volunteer program that provides challenges
to the volunteers, opportunities for support of the
organization, and a committed public who will take the
initiative to support the organization will improve and
enhance the organization as a whole.

The following are senior and teen resources to contact
for recruiting volunteers:

www.aarp.org American Association of
Retired Persons (AARP)

www.iesc.org International Executive
Service Corps

www.nrvc.org National Retiree Volunteer
Coalition

www.seniorcorps.org National Senior Service
Corps

www.pointsoflight.org Points of Lights Foundation
www.voa.org Volunteers of America
www.bsa.scouting.org Boy Scouts of America
www.cool2serve.org Campus Outreach Opportu-

nity League (COOL)
www.gsusa.org Girl Scouts of the U.S.A.
www.impactonline.org IMPACT Online
www.nascc.org National Association of

Service and Conservation
Corps

www.servenet.org Youth Service America
www.indepsec.org Independent Sector
www.volunteermatch.org Volunteer Match
Public Allies Phone: 202–822–1188
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Population Processes During Establishment and
Spread of Invading Species: Implications for Survey

and Detection Programs

Andrew Liebhold
USDA Forest Service

Abstract

Three important population processes occur during any biological invasion: arrival, establishment, and spread.
Arrival is the process by which individual(s) of the invading organism are transported to their new habitat.  Estab-
lishment can be considered the opposite of extinction and represents the growth of a newly arrived population
sufficient such that extinction is impossible.  Spread is the process by which the species expands its range into the
new habitat.  Because most biological invasions are caused by human activities, these activities are important to
understanding the arrival process and the design of detection programs.  Establishment is a highly stochastic
process and Allee dynamics may be of considerable importance depending upon the life history of the invading
species.  These characteristics should be incorporated into the timing of responses to positive detection.  Popula-
tion spread is an area of considerable research currently.  Early attempts to understand population spread were
based upon a simple theory of reaction-diffusion.  However, more recent studies indicate that spread often involves
two or more forms of stratified dispersal whereby isolated colonies are founded ahead of the expanding population
front; these colonies expand and coalesce with the expanding population front.  Efforts to monitor spread should
incorporate these characteristics.

Introduction

Since the time of Elton’s (1958) seminal book on
biological invasion, there has been growing attention by
ecologists to various aspects of this subject.  Because
of the tremendous ecological and economic impacts of
invasions, this area has drawn the attention of numer-
ous studies focusing on the applied aspects of inva-
sions.  But biological invasions also may be considered
miniature “ecological experiments” and, therefore, yield
new insights into basic problems in ecology (Vitousek
et al., 1996).  Out of this work has evolved the field of
“invasion ecology” that combines the following ecologi-
cal sub-disciplines: community ecology, population
ecology, landscape ecology, animal ecology, and plant
ecology.  This paper is a general overview of our
current state of knowledge on the population ecology of
biological invasions.

When considering the population biology of biological
invasions, it is possible to recognize three processes
underlying all invasions: arrival, establishment, and
spread (Dobson & May, 1986) (Table 1).  All three
phases have been the object of considerable research.
These components of the invasion process also are
critical to understanding efforts to manage or control

invasions: there is a unique correspondence between
each stage of the invasion and the strategies for
management.

Arrival

For millions of years, the world’s biota has evolved in
an environment in which the range of individual species
was restricted by oceans, mountain ranges, and other
barriers to their natural movement.  We know that in
prehistoric times, the range of many species changed
naturally, mostly in response to changes in climate, but
these changes were slow and ultimately limited by
geographical barriers (Davis, 1987).  Over the last
century, the rate of new invasions has been increasing
continuously (Sailer, 1978; Vitousek et al., 1996).
There is little question that the primary reason for this
acceleration of invasions is increased human travel and
global trade, which have resulted in high rates of
accidental transportation of species (e.g., in the ballast
of ships) and intentional introductions (e.g., introduced
agricultural plant species).  Simberloff (1986) noted that
patterns of species introductions parallel intercontinen-
tal commerce patterns (e.g., most introductions to
North America have come from Europe).  We also have
accelerated the natural rate of biological invasions by
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Table 1.  The three basic population components of any biological invasion.

Process Description Management
Approach

Arrival Transportation of organism International
to a geographical location quarantine,
outside of its normal range inspection

Establishment Population growth to densities Detection,
such that extinction is eradication
impossible due to random
change alone

Spread Range expansion Domestic
quarantine,
barrier zones
(containment)

disturbing habitats.  Disturbances do not alter the
arrival process but may enhance the establishment of
certain species.

The gravity of the problems created by biological
invasions was not fully realized until the early 1900s.
Before then, most governments had a laissez faire
attitude about exotic organisms.  For example, faya
tree, Myrica faya, was repeatedly introduced to the
Hawai’ian Islands around the turn of the century for the
purpose of reforestation (Whiteaker & Gardner, 1992).
After it was established extensively, it became clear
that this species crowds out native species.  It was not
until 1912 that the U.S. Congress finally enacted the
Domestic Plant Quarantine Act, which gave authority to
the U.S. Department of Agriculture to regulate the
movement of plant and animal material into and within
the United States (Weber, 1930).  These and more
recent federal quarantine measures were designed to
reduce invasions by limiting the arrival process and
thus represent a first line of defense.

Establishment

Every seed that falls to the ground does not develop
into a reproducing plant.  Similarly, many invaders may
arrive in a new habitat but few become established.
Here we define establishment as the process that
results in a population that persists for many genera-
tions.  Founder populations typically are small and
consequently are at great risk of extinction.   Generally,
the smaller the founder population, the less likely is
establishment (MacArthur & Wilson, 1967).  It may be
possible to identify a “minimum viable population,”
though establishment is not a deterministic process
and in reality the association between population size

and establishment is a stochastic1
 relationship.  This

function reflects many characteristics of the species,
such as its intrinsic rate of reproduction, mate location
abilities, dispersal, and genetic diversity  (Mollison,
1986).

Two population processes are particularly important
when considering establishment: demographic
stochasticity and environmental stochasticity.  We can
mathematically represent the generational change in
population density as:

(1)

where Nt  is population density in year t, f(Nt) is a
function that encompasses birth and death processes,
å1t  is random variation due to demographic
stochasticity, and å2t  is variation due to environmental
stochasticity.  Demographic stochasticity is random
variation in population growth due to variation among
individuals in birth and death rates.  It is different from
environmental stochasticity, which is random variation
in birth/death due to temporal variation in the habitat.
All populations are affected by environmental
stochasticity because of ubiquitous temporal variation
in the abiotic environment (e.g., weather).  But only low-
density populations are affected by demographic
stochasticity.  When densities are high, variation among
individuals averages out to near zero and therefore has
little effect on changes in population density.  But when
densities are low, variation among individuals is
proportionally more significant and can dramatically
affect changes in density at the population level
(Kendall, 1998).  The fact that demographic
stochasticity affects low-density populations and may
lead them to extinction has been recognized as an
important issue relating to conservation ecology issues
(Stacey & Taper, 1992; Lande, 1993), but has been less
widely recognized for its importance in the invasion
process.

The important result of demographic and environmental
stochasticity is that low-density populations (e.g., newly
founded invading populations) are particularly prone to
extinction purely as a result of this random variation.
However, there is a third source of extinction in low-
density populations that should be mentioned: Allee
dynamics.

When Warder Allee (1931) wrote his text on animal
population ecology, he recognized a phenomenon that
exists in populations of certain species: low-density
populations are affected by a positive relationship
between population growth rate and density (inverse

1Stochastic events or parameters are those governed by probability.
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density-dependent mortality).  The result of this rela-
tionship is that low-density populations are driven
toward extinction (Figure 1).  This phenomenon, termed
the “Allee effect”, may result from a multitude of
biological mechanisms, e.g., cooperative hunting,
predator satiation, and failure to find mates at low
densities (Courchamp et al., 1999).  The Allee effect
has been recognized as critical to understanding
patterns of extinction from the perspective of conserva-
tion biology (Stephens & Sutherland, 1999), but less is
known about its role during biological invasions.
Obviously some organisms (e.g., parthenogenetically
reproducing aphids) may not exhibit any Allee dynam-
ics but many species (presumably this would include
any species that must mate to reproduce) would be
expected to exhibit some form of Allee effect at low
densities.  Hopper and Rousch (1993) used historical
data on successes of attempted introductions of
varying numbers of individuals of different parasitoid
species to show that the successful establishment of
these species was explained by Allee dynamics.  It is
likely that Allee dynamics may be of critical importance
to a number of invading species and therefore may be
essential to understanding why some species establish
more easily than others.

Another population process that affects establishment
is dispersal.  The ability of an organism to move long
distances may enhance its role as an invader from the
perspective of arrival and spread.  However, from the
perspective of establishment, dispersal may, in fact,
detract from its ability to invade, because the Allee
effect and stochasticity may interact with dispersal in
an important manner.  We can conclude from the prior

discussion that both stochasticity and Allee dynamics
may create the existence of a “critical population
density threshold” below which establishment is
impossible (Figure 1).  Obviously, high growth rates
allow certain species to exceed such thresholds and
overcome these low-density effects.  However, dis-
persal of individuals from their point of recruitment may
reverse the effect of population growth and thereby
reinforce low-density effects due to stochasticity or
Allee effects.

Understanding this proces has important implications
for management.  The activity we call “eradication” is
aimed at reversing the process of establishment;
eradication is forced extinction.  It follows from the
previous description that eradication is likely to suc-
ceed only in situations in which the target population is
both low in density and highly restricted in its spatial
distribution.

Spread

Once a population is established, its density typically
will increase and individuals will disperse into adjoining
areas of suitable habitat.  For most biological invasions,
this spread is the only process that we are able to
observe directly; the arrival and establishment phases
usually occur without notice by humans.  For example,
the pine shoot beetle, Tomicus piniperda, already was
established in six states by the time it was discovered
(Haack & McCullough, 1993).

The spread of a species is driven by two processes:
population growth and dispersal.  As a result most
models of population spread have focused on these
processes.  The simplest and probably the most widely
applied model of population spread was developed by
Skellam (1951).  This model combined Fick’s law of
diffusion with an exponential model of population
growth.

Fick’s law assumes random movement (diffusion) and
states that the concentration, C, of particles is normally
distributed across any dimension, x; thus, the concen-
tration at any point in time after release at point x = 0 is
described by:

(2)

where t is the time since the initial release of M par-
ticles at point x = 0 and D is the “diffusivity” or “diffusion
coefficient” (Okubo, 1980).  The diffusion coefficient is
constant for any class of particles and set of environ-
mental conditions; C is distributed normally at time t,
with a variance of Dt.

Figure 1. Schematic representation of the Allee effect. Change in
population density, Nt+1/Nt, is plotted as a function of density at the
beginning of the generation, Nt. This relationship determines change
in population density f (Nt), shown in equation 1. Note that when
density is greater than the minimum population density, it will
increase or decrease toward the stable equilibrium, but when it is
below this threshold, density will decrease toward extinction.
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Figure 2.  Schematic representation of range spread between
successive generations.   The black dot represents the initial range
at time 0.  A shows spread according Skellam’s (1951) diffusion
model; B illustrates spread predicted using a stratified dispersal
model.

The exponential population growth model describes the
concept of unlimited population growth:

(3)

where Nt is the number of individuals at time t and r is
the “intrinsic rate of natural increase” (birth rate – death
rate under optimal condition; i.e., no crowding) (Varley
et al., 1973).

Skellam (1951) combined Fick’s law of diffusion with
the exponential growth model to obtain a generalized
model of the spread of an invading organism:

(4)

where Nx,t is the density of organisms distance, x, from
the point of release and time, t, from the time of release
of N

0,0
 organisms at time 0.  The assumption of random

movement in this model implies that the population will
spread radially, at an equal rate in all directions (Figure
2A).  Skellam (1951) showed that for any detection
threshold, T, such that the infested area at any time t is
restricted to points where Nx,t > T, the expansion
velocity of the infested front (radial rate of spread), V, is
constant and can be described:

(5)

This model assumes that r and D are constant through
time and space during the period of range expansion of
the invading organism, an assumption that does not
intuitively seem likely (e.g., spatial variation in the
habitat may profoundly affect birth/death functions as
well as dispersal rates).  Nevertheless there has
generally been good congruence between predictions
of this model and observed rates of spread of most
exotic organisms (Levin, 1989; Andow et al., 1990).

Skellam’s model assumes a single, continuous form of
dispersal and it predicts that range expansion should
be a smooth, continuous process (Figure 2A).  How-
ever some species may be able to disperse in at least
two ways.  The existence of two forms of dispersal is
referred to as “stratified dispersal” (Hengeveld, 1989);
in those situations, range expansion will proceed
through the formation of multiple discrete, isolated
colonies established ahead of the infested front
(Shigesada et al., 1995; Shigesada & Kawasaki, 1997).
These colonies, in turn, will expand their range and
ultimately coalesce.  The result of this phenomenon is
that range expansion may occur much faster than
would occur under a more simple diffusion model.

The contrast between these two models can be
illustrated using the gypsy moth, Lymantria dispar, as a
case study.  Liebhold et al. (1992) used estimates of r

and D in Skellam’s model (equation 5) to estimate the
radial rate of range expansion as ca. 2 km/year.  The
value of D that Liebhold et al. (1992) used was based
on the assumption that dispersal only occurs via
windborne dispersal of first instars.  However Liebhold
et al. also reported that over the period 1965–1990
North American gypsy moth populations actually
spread at a rate of ca. 21 km/yr, which was much
greater than the value predicted using Skellam’s model.
They concluded that the greater observed rate of
spread was due to a second form of dispersal, namely
accidental transportation of life stages, and that this
stratified dispersal was the cause of the greater spread
rates observed.  Sharov and Liebhold (1998a) used
historical gypsy moth trapping data to identify isolated
colonies ahead of the advancing gypsy moth popula-
tion front (Figure 2B).  These data were used to
parameterize a stratified dispersal model that predicted
the historically observed 21 km/yr rate of spread.

Numerous plant invasive species spread according to a
stratified dispersal model (Shigesada & Kawasaki,
1997).  An interesting aspect of this type of spread is
that establishment is an important component.  Isolated
colonies are formed ahead of the expanding population
front due to dispersal of propagules (Figure 2B), but
the ability of these propagules to successfully found
new populations that spread and coalesce is entirely
dependent upon their ability to establish successfully.
Therefore, all of the population processes that are
important to establishment, namely stochasticity and
Allee dynamics, may be of critical importance to the
spread process.  For example, the existence of a
strong Allee effect will reduce probabilities of establish-
ment, which, in turn, may reduce rates of spread
(Lewis & Kareiva, 1993).  Studying the historical spread
of the house finch in North America, Veit and Lewis
(1996) found that mating success in isolated, low-
density populations is low and that this results in a
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Implications for Invasion Management
Strategies

Understanding the processes operating during the
invasion process is critical to virtually all aspects of
managing biological invasions.  As shown in Table 1,
different invasion management activities correspond to
each of the three phases of biological invasions.   When
contemplating different approaches to managing
invasions, one should weigh the costs and benefits of
concentrating activities at different stages of the
invasion process.   For example, Sharov and Liebhold
(1998b) developed a general bioeconomic model of
invasions and illustrated how it can be used to identify
an optimal strategy of eradication versus containment.
That model used information about rates of spread,
costs of eradication, costs of containment, and eco-
nomic impacts to compare the costs and benefits of
eradication versus containment versus no action.  Any
strategic decision of this type will be highly dependent
on the population biology of the organism of interest.
Dispersal, population growth rate, stochasticity, and
Allee dynamics are likely to influence the selection of a
management strategy.  For example, if a given species
has a relatively high minimum population-density
threshold (Figure 1), it may not be necessary to
eradicate populations detected at low levels; or if higher
densities are detected, eradication may be accom-
plished simply via suppression to or below that critical
density.  The combined action of stochasticity and Allee
dynamics may accomplish the final act of eradication
with no further intervention.

Population biology also should be considered when
evaluating the risk of invasion for any species.  The
probability that a species will successfully invade a new
habitat is a function of its ability to arrive, establish, and
spread.  Some species may be at great risk to one
phase of the invasion process, but be at low risk for
another phase.  For example, tree-killing bark beetles
of the genus Dendroctonus may be at high risk of
arrival in exotic habitats due to their ability to complete
development on raw wood, but they are of low risk to
establishment because their ability to colonize and
reproduce on hosts requires aggregations of large
numbers of individuals (a type of Allee effect).

Finally, the population dynamics of an organism may be
of critical importance when designing a detection
system.  As stated earlier, certain species may have a
critical density below which stochasticity and/or Allee

strong Allee effect.  Veit and Lewis (1996) modeled this
effect and showed that Allee dynamics were of critical
importance in explaining observed rates of spread.

dynamics drives them to extinction (Figure 1).  The
relative level of such a threshold should determine the
detection threshold that is necessary for a given
species.  If that threshold is relatively high, detection
devices need not be highly sensitive (e.g., light traps,
plant volatile-baited traps) and the traps need not be
spaced too densely.  However, when the critical-density
threshold is relatively low, a more sensitive detection
system (e.g., sex pheromone baited traps) may be
required.  In some cases, it may be difficult to obtain
and use a species’ life-history traits to predict these
demographic relationships, but some information
usually is available to make these distinctions at a
coarse level.  These relationships highlight the need to
collect more information about the population biology of
candidate alien species.  Often, little is known about
the population ecology of isolated, low-density popula-
tions of most species.  These considerations under-
score the need for additional research.
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