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National Medical Care Utilization and 
Expenditure Survey 

The National Medical Care Utilization and Expenditure 
Survey (NMCUES) is a unique source of detailed national 
estimates on the utilization of and expenditures for various 
types of medical care. NMCUES is designed to be directly 
responsive to the continuing need for statistical information 
on health care expenditures associated with health services 
utilization for the entire U.S. population. 

NMCUES will produce comparable estimates over time 
for evaluation of the impact of legislation and programs 

on health status, costs, utilization, and illness-related behavior 
in the medical care delivery system. In addition to national 
estimates for the civilian noninstitutionalized population, it 
will also provide separate estimates for the Medicaid-eligible 

populations in four States. 
The first cycle of NMCUES, which covers calendar year 

1980, was designed and conducted as a collaborative effort 
between the National Center for Health Statistics, Public 
Health Service, and the Office of Research and Demonstra
tions, Health Care Financing Administration. Data were ob

tained from three survey components. The first was a national 
household survey and the second was a survey of Medicaid 
enrollees in four States (California, Michigan, Texas, and 
New York). Both of these components involved five interviews 
over a period of 15 months to obtain information on medical 

care utilization and expenditures and other health-related infor
mation. The third component was an administrative records 
survey that verified the eligibility status of respondents for 
the Medicare and Medicaid programs and supplemented the 
household data with claims data for the Medicare and Medicaid 
populations. 

Data collection was accomplished by Research Triangle 
Institute, Research Triangle Park, N. C., and its subcontrac

tors, the National Opinion Research Center of the University 
of Chicago, Ill., and SysteMetrics, Inc., Berkeley, Calif., 
under Contract No. 233–79–2032. 

Co-Project Officers for the Survey were Robert R. 
Fuchsberg of the National Center for Health Statistics (NCHS) 

and Allen Dobson of the Health Care Financing Administration 
(HCFA). Robert A. Wright of NCHS and Larry Corder of 
HCFA also had major responsibilities. Daniel G. Horvitz 
of Research Triangle Institute was the Project Director primar
ily responsible for data collection, along with Associate Project 
Directors Esther Fleishman of the National Opinion Research 

Center, Robert H. Thornton of Research Triangle Institute, 
and James S. Lubalin of Systemetrics, Inc. Barbara Moser 
of Research Triangle Institute was primarily responsible for 
data processing. 
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Foreword 

This report is a contribution to the literature on health 
services research and health economics. Specifically, it was 
designed to investigate differences in the use of health care. 
There is a great deal of variation in the use of health care 
among members of the U.S. population with consequent 
wide variation in the expendhures for that care. This qort 
should lead to improved understanding of the variation and 
provide data for those making public policy. 

The research, analysis, and publication was conducted 
under a contract (No. 282-83-2119) between the DWion 
of Health Interview Statistics, the National Center for Health 
Statistics division responsible for the National Mdlcal Care 
Utilization and Expenditure Survey, and the School of Public 
Health at the University of Michigan. 

Mary Grace Kovar, Dr.P.H., 
Special Assistant for Data Policy 
and Analysis, OffIce of Interview 
and Examination Statistics Program 
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High-Volume and Low-Volume 
Users of Health Services: 
United States, 1980 
by Sylvester E. Berki, James N. Lepkowski, Leon 
Wyszewianski, J. Richard Landis, M. Lou Magilavy, Catherine 
G. McLaughlin, and Hillary A. Mwt, Universityof Michigan 

Executive Summary 
Data from the National Medical Care Utilization and 

Expenditure Survey of 1980 are used to examine the character
istics of high-volume users of health care services, contrasting 
them with low-volume users and those who used no services 
at all. The three major types of med]cal care services examined 
are hospital inpatient care, ambulatory visits, and prescribed 
medications. Low users were defined, respectively, as those 
who during the year had either one or two hospital days, 
one nondentsl visit to a physician or nonphysician, and one 
prescribed medicine acquisition. High users were those with, 
respectively, 17 or more hospital days, 20 or more visits, 
and 25 or more prescribed medicine acquisitions. 

A very small percent of the U.S. civilian nonin
stitutionalized population and of those who used services 
at all during the year consume a large percent of services 
in each of the three service types. High users of inpatient 
hospital care constitute 1.7 percent of the civilian nonin
stitutionalized population and 15 percent of persons hos
pitalized during the year, yet they used 54.4 percent of 
all hospital days used by the reference population. High 
users of ambulatory services constitute 4.5 percent of the 
reference population and only 5.7 percent of all users of 
ambulatory services, yet they accounted for 32.3 percent 
of all ambulatory visits, For prescribed medications, only 
3.7 percent of the civilian noninstitutionalized population 
are high users, comprising 5.9 percent of all users, but 
they account for 32.9 percent of all prescription acquisitions. 
At the other extreme, low users of ambulatory cam visits 
represent 17 percent of the reference population, and 21 
percent of all users of such care, but only 3,3 percent of 
all visits. 

High users share certain characteristics, They are more 
likely than low users to be older and poorer, to have poorer 
health status and more medical condhions, and are more 
likely to have functional limitations. 

Both univariate and multivariable analyses show that 
the most important distinguishing characteristics of high users 
of any of the three medical services are poor health status, 
severe functional limitations, and the presence of multiple 
medical conditions-most importantly cancer, cardiac disor
ders, musculoskeletal diseases, respiratory diseases, and in-
juries and poisonings, 

Almost all high-volume users of every category of service 
(88 percent for hospital days, 89 percent for ambulatory 

visits, and 94 percent for prescribed medications) had at 
least three different diagnostic conditions reported during 
the year. 

The likelihood of being a high user of hospital inpatient 
services, the most expensive component of health care, is 
increased not by the comprehensiveness of health care cover-
age but by the need for health care, measured both by reported 
health status and by the presence of disabling or life threatening 
conditions. The evidence is persuasive that high-volume hospi
tal use is associated with severe illness, functional limitation, 
and death. Of persons with no fictional limitation only 
0.5 percent were high hospital inpatient care users, a percent 
that increased to 23 percent for those most severely limited 
in their activities, and to 54 percent of those who died 
during the year. 

Among the high-volume users of hospital inpatient ser
vices, 58 percent had 6 or more separate diagnostic conditions, 
and 53 percent had their health status reported to be fair 
or per. This is in sharp contrast to persons who did not 
experience any hospital episodes during the year, among 
whom only 11 percent had their health status reported to 
be fair or ywr. 

The results strongly suggest that demographic variables 
such as race, sex, and even age are related to hospital use 
only to the extent that they are associated with other factors 
such as reported health status, functional limitations, and 
health care coverage. 

High users of ambulatory services tend to differ from 
high users in the two other categories. Although they also 
tend to have the characteristics of poor reported health, severe 
illness, and the greater likelihood of at least some functional 
limitation found among high users of hospital inpatient care 
and prescription medications, they tend to do so to a lesser 
extent. Therefore, efforts to reduce high use in one category 
of service are not likely to yield comparable results in other 
categories. 

Across all three service categories, low users were found 
to be similar to nonusers in terms of age, perceived health 
status, and presence of activity limitation. However, for hospi
tal days low users were found to be different from nonusers 
with respect to health care coverage, suggesting that health 
care coverage continues to be important in determining access 
to hospitalizations. 

1 



Although specific patterns vary for each service category, 
in general low-volume users were found to have significantly 
different characteristics from high-volume users, especially 
on need-related variables: They had higher perceived health 
status, less functional limitation, and fewer medical condL 
tions. 

The findings on the characteristics of high users of medical 
care services are sobering: 54 percent of all hospital days, 
32 percent of all ambulatory visits, and 33 percent of all 
prescribed medications reported for the U.S. civilian nonin
stitutionalized population in 1980 were consumed by a very 
small percent of that population. These high users of medical 
care services were predominantly sick, functionally limited 
in their activities, or dying. In an effort to contain costs, 
approaches to reduce the incidence of conditions that lead 
to high use of medical care resources need to be considered. 
Alternative treatment modalities and institutional structures 
tis reduce to costs of management of condkions that cannot 
be prevented should also be explored. 

NOTE We are grateful for the supportwereceivedduring all stages of the prep-
aration of this document both from our colleagues at The University of Michi
gan andfrom the staff of the National Center of Health Statistics. At The Univer
sity of Michigan, Sharon Stehouwer contributed greatly to the initial analyses 
of NMCUES data and to identification and correction of several problems en-
countered in the data base. Kenneth E. Guire was responsible for the overall 
preparation and correction of data files on which this report is based. P. Ellen 
Parsons provided much appreciated assistance on many aspects of the prepara
tion of this report. Valuable consultation on matters related to use of medica
tions was given by Dr. Duane Kirking. Quality secretarial support in the prep
arationof the many tables included in the report was provided by Katherine Met-
calf. At the University’s Institute for Social Research, Nan Collier developed 
software for calculating sampling errors, and Judy Connors performed many of 
the analysesfor generating sampling errors for nationalestimates. -

We also received continual support and guidance from the National Center for 
Health Statistics and in particular from our project ofticer, Dr. Mary Grace 
Kovar, Special Assistant for Data Policy and Analysis. We are indebted to Dr. 
Robert J. Caaady, Chief of the Statistical Methods Staff, for writing the major 
section in Appendix I, describing the survey design and estimation methodol
ogy for NMCUES. Robert Wright and Michelle Chyba quickly responded to 
all our queries about problems we encountered with the data. Edtors in the Pub
lications Branch provided valuable assistance during all stages of the report, 
especially preparationof the detailed tables. 

2 



Introduction 

Overview 

This report examines the characteristics of high-volume 
users of health care services, contrasting them with low-vol
ume users and those who used .no services at all. The data 
for this study are from the public use files for the National 
Household Survey component of the National Medical Care 
Utilization and Expenditure Survey (NMCUES). Interviews 
for the survey were conducted between early 1980 and mid-
1981. The survey and public use files are described further 
in the section on “Sources of Data.” The next subsection 
briefly summarizes relevant past work, followed by a statement 
of the objectives and the scope of this report. 

Background 
.— 

The small percent of the population that in any given 
year makes extensive use of health services has been of 
continuing interest to policymakers and analysts, because 
thk group accounts for a disproportionate share of total health 
expenditures and includes individuals who are at high risk 
for financially catastrophic health care expenses. Yet to date 
only modest efforts have been made to estimate the number 
and other characteristics of high-volume users in the United 
States. The most ambitious of these have focused on estimat
ing, for high-cost illnesses—the incidence, cost, and contribu
tions of different payers. Although based on a variety of 
sources of data, such efforts rely most heavily on the two 

major national surveys of health care services use, the National 
Health Interview Survey (NHIS) and the periodic surveys 
conducted by the Center for Health Administration Studies 
and National Opinion Research Center at the University of 
Chicago (Trapnell, 1977; Congressional Budget Office, 1977; 
Bimbaum, 1978a and 1978b). Other studies, more limited 
in scope, focus on subgroups defined by the source of data 
on wldch the study is based, such as thkd-party payers 
(Forthofer et al., 198Z Congressional Budget Office, 1982; 
Anderson and Wlckman, 1984) or hospital records (Schroeder 
et al., 1979; Zook and Moore, 1980; and Kobnnski and 
Matteson, 1981). 

Additional information on high-volume users is available 
from studies not directly concerned with this population but 
which nevertheless include patient groups who tend to be 
high-volume users, includlng those with cancer (Cancer Care, 
1973; Eldred et al., 1977), stroke (Weinfleld, 1981), spinal 
cord injuries (Webb et al., 1977; Anderson et al., 1980), 
those in intensive care units (Cullen et al., 1976; Budetti 
et al., 1981; Detsky et al., 1981), and the terminally ill 
(Bloom and Kissick, 198Q Oibbs and Newman, 1982; Lubitz 
and Prihoda, 1984; McCall, 198% Scitovsky, 1984). 

This report is based on recent &ta from a national survey 
and provides national estimates of the number and characteris
tics of high-volume users. It also contrasts high-volume users 
with low-volume users and those who used no services at 
all. 
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Objectives of the Report 

Relying on the database generated by NMCUES, this 
report investigatesthe characteristicsof high users of health 
services and comparessuch high users with other categories 
of users, in particular low users. The report relies on a 
comprehensive set of univariate analyses of the major 
categories of use: Hospital inpatient care, ambulatory care, 
and prescribed medications, Inpatient hospital use is further 
analyzed by the application of multivariable regression 
methods, designed as a major step in modeling and as an 
indicationof the potential fruitfulnessof applying these ap
proachesto the analysisof othermajorcategoriesof service. 

This report presents national estimates of the number 
and characteristicsof high users of health services within 
theciviliannoninstitutionalizedpopulationof theUnitedStates 
during 1980foreachof threecategoriesof service:Ambulatory 
care, inpatient hospital care, and prescription medications. 
The report also illuminatesthe characteristicsof high-volume 
users by contrastinghigh-userswith low-usersand nonusers 
of services, 

Detailednationalestimatesof majorpolicy-relevantattri
butesof high-volumeandlow-volumeusersarepres&ted 

● Number and percent of the total population each group 
represents. 

. Proportions of total volume of services each group ac
countedfor, 

● Averagechargesperpersonanduse levelsperperson. 
● Demographiccharacteristics. 
● Sourcesof paymentfor thecare, 
. Medicalcharacteristics. 

The multivariableanalysis of inpatient hospital use presents 
the independenteffectsof variableshypothesizedto be related 
to high-volumeuse, holding statisticallyconstant the effects 
of othervariables. 

As indicatedin the sectionon “Limitationsof the Data,” 
characteristicsof the informationavailableon charges made 
it necessaryto limit both types of analysis to use of services 
ratherthan incorporatingbothuseof serviceandcharges. 
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Sources of Data 

The National Medical Care Utilization and 
Expenditure Survey (NMCUES) 

Between February 1980 and April 1981, &ta on 17,123 
persons in 6,798 families were collected at approximately 
3-month intervals for a total of five interviews: Two persomd 
interviews followed by two telephone interviews, and a final 
personal interview. At the conclusion of the first interview, 
survey participants wem provided with a specially designed 
calendar-diary for recording data ahout medical events and 
costs in preparation for subsequent rounds of interviewing. 
Prior to each interview after the first, interviewees wem sent 
a summary sheet with all medical events and costs reports 
in previous interviews. Specific details concerning the sample 
design and data collection are outlinedin Appendix I. 

This report is based on data in the public use tapes, 
which consists of six files The person, medical visit, dental 
visit, hospital stay, prescribed m~lcines and other medical 
expenses, and condition files. The person file has one record 
for each of the 17,123 responding eligible persons with data 
describing the person’s demographic characteristics, health 
care coverage, employment, income, and usual source of 
care; numbers of visits, hospitalktions, and other medical 
events reported for 198Q total charges for each category 
of carq and limitations and disaMities, including identifica
tion of conditions. Data from the other five files, which 
have more detailed information about events summarized 
in the person file, can be linked to records in the person 
file through a unique identification number assigned to each 
person. 
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Limitations of the Data 

This section describes some of the limitations of NMCUES 
data that determined the scope of this report and that need 
to be taken into account in interpreting its results. 

Reporting of Data on Charges 

Analyses here repofied focus on the use of services 
rather than on charges or costs. The emphasis is on compari
sons of different levels of use, particularly low versus high. 
The principal reason for emphasizing use of services is that 
NMCUES data contain a number of improbably low values 
of total annual charges for ambulatory visits, prescribed 
medicines, and hospital stays. When total annual charges 
for all services were examined for those with charges greater 
than O, the lowest 5 percent were between $1.00 and $21.00. 
It is likely that for many of these cases the reported data 
do not reflect the actual charges for the services received. 
These reported charges are more likely to be out-of-pocket 
expenses incurred, in particular the deductibles and copay
ments paid by those who have insurance, or expenses not 
covered by Medicaid. Inclusion of such cases in the low-charge 
category distorts the characteristics of that class of individuals, 
especially since the number of such misreported cases appears 
to be quite large. Similarly, certain high charge hospitaliza
tions may also be excluded. 

The problems posed by out-of-pocket expenses being 
misreported as total charges are compounded by the high 
rate of nonresponse on questions about charges, resulting 
in imputed charges for about 36 percent of all hospital admis
sions and 26 percent of ambulatory visits. This complicates 
the task of characterizing certain categories of cases: Because 
imputations of charges were based on such variables as age 
and type of provider but not on diagnosis, incongruous pairings 
of charges with diagnoses may result. 

The combination of these biases from incorrect responses 
and nonresponses on charges indicated the desirability of 
focusing these analyses on high and low users defined in 
terms of volume of services and not in terms of charges. 

Exclusion of the Institutionalized Population 

“” Because the institutionalized population was not included 
in the NMCUES sample frame, all data presented here on 

high users of care apply to the U.S, civilian nonin
stitutionalized population only. This is consistent with many 
previous studies that had a similar focus. It must be recog
nized, however, that most, if not all, of those in health 
care institutions are high users. For this reason the picture 
presented here is not complete. 

Reporting of Diagnoses and Medical Conditions 

In NMCUES a person was noted as having a particular 
medical condition only when the condition caused some type 
of restriction of activity or resulted in an ambulatory visit, 
hospitalization, purchase of a prescribed medicine, or other 
encounter with the medical care system. Thus conditions 
that did not cause any restriction in activity or days in bed, 
or d]d not lead to a visit to a doctor, for example, were 
not recorded. For conditions that were reported, the diagnostic 
accuracy depends both upon the information provided by 
the health care provider and on the respondent’s ability and 
willingness to accurately convey this information to the inter-
viewer. 

For each medical encounter recorded in the survey, re
spondents were allowed to report up to four medical condi
tions. The public use files show that (a) approximately 10 
percent of medical visits had two or more conditions recorded, 
(b) multiple conditions are listed for about 12 percent of 
all hospital stays, and (c) 4 percent of the prescribed medica
tion records have two or more conditions recorded. The 
NMCUES survey instrument does not designate which of 
the underlying conditions is the “principal diagnosis” or the 
primary reason for each medical encounter. Because a princi
pal diagnosis is not identified for each medical event, it 
is impossible to determine to which condition health services 
use should be attributed when multiple conditions are reported. 
This poses a problem in developing accurate estimates of 
the extent to which a given illness is associated with given 
levels of utilization of health care resources. 



Operationalization of Variables 

Each of the variables included in thk study is briefly 
&fined in Appendix III. The three key service categories 
on wh]ch this analysis focuses are defined as follows 

● Hospital care use is measured in terms of number of 
days spent in the hospital. It should be noted that persons 
who were admitted to and discharged fmm a hospital 
on the same date, i.e., they dld not stay overnight in 
the hospital, are counted as having zero hospital days. 

“ Andxdafory care use is &fined as the number of all 
nondental visits made to physicians as well as to nonphysi
cians, whether in a private office, a hospital outpatient 
department, or emergency room. 

● Prescribed medicine use is measured by the number 
of acquisitions, that is, the total numtwr of times a 
person had a prescription filled, regardless of whether 
it was an initial filling or a IM1 of a prescription. 

The other variables used in the analysis refer to demo-
graphic and other characteristics, such as age, sex, income, 
education, health care coverage, medcsl conditions, perceived 
health status, and functional disability. Their &finitions, given 
in Appetilx III, are consistent with those in other reports 
that are based on the same NMCUES public use files. The 
procedures for applying weights to all these variables to 
derive national estimates aredescribed in Appendix V. 



DefinRionof Low- and 
High-Volume Use 

No commonly agreed upon definitions of low and high 
use of health services exist. Several categories of definitions 
can be identified in past studies, and within categories the 
thresholds specified vary as well. In many instances the 
definitions are in terms of costs. When defined in terms 
of an absolute dollar amount, the threshold for annual inpatient 
expenses has ranged, in studies done in the late 70’s and 
early 80’s, from $3,000 to $10,000 (see Bimbaum, 1978; 
Schroeder et al., 1979; Congressional Budget Office, 1982). 
Other definitions are based on the distribution of cases, focus
ing on the top 5 percent (e.g. Lubitz and Prihoda, 1982), 
or on a more elaborate statistical definition such as the specifi
cation of “outliers” under Medicare’s Prospective Payment 
Systeni. 

In this study, four levels were defined for each category 
of use analyzed: Low-volume and high-volume as well as 
zero and intermediate use, to provide a fuller contrast for 
the low and high categories on which the study focuses. The fol
lowing two criteria were specified apriori for the determination 
of cut points: 

1. The number of cases included in the high and low” 
categories must be suftlciently large to permit meaningful 
comparisons across characteristics of interest. Based on 
the analyses anticipated, 300 was the estimate of the 
minimum number needed in the high and the low 
categories for each setvice. 

2. To the extent possible, the cut points should isolate 
the extremes of the distribution of use ‘of services that 
account for disproportionate shares of the total, and are 
therefore often the subject of study. That includes, in 
particular, the top 5 percent, which tends to account 
for one-third to one-half of total volume, and the bottom 
20 to 25 percent, which accounts for 3 to 5 percent 
of total volume. 

The ~quirernent that there be at least 300 cases in each 
category was found to be the binding constraint in most 
instances, except for the low-use categories of service for 
ambulatory care and prescribed medicine acquisitions, where 
even taking the lowest possible nonzero number, one visit 
and one acquisition, yielded several thousand cases in each 
instance. 

Each threshold is discussed next, and the values and 
characteristics of thresholds are shown in Table A. (Percents 
shown in Table A are based on unweighed counts and 

therefore differ from similar percents given in Table 1-29, 
which are all based on weighted data.) 

TeblaA 

Threshold of bwand high uee 
foreachtype ofeervke: 

United Stete* 1080 

Numberin Percent Percent 
Typeofservice the catagoty ofall Ofmfel 

endlevel Threshold (unweightad service service 
ofuse (T) munt) users volume 

Hospitaldaya 

Low . . . ... . . . . . . . O< Ts2 416 19.9 3.3 
High . . . . . . . . . . . %17 324 15.5 55.5 

Ambulatory 
carevisits 

Low . . . . . . . . . . . . T=l 2,927 21.7 3.4 
High . . . . . . . . . . . E=20 754 5.6 31.6 

Preasribed 
medicine 

acquisitions 

Low . . . . . . . . . . . . T=l 2,318 21.6 3.0 
High . . . . . . . . . . . -25 637 6.0 33.3 

Hospital Days 

Low use of hospital days was defined as including those 
who had either 1 or 2 days of hospitalization. This specifically 
excludes cases classified as having had one or more hospitali
zations but zero nights in the hospital: An examination of 
such cases showed that they are likely to have involved 
either ambulatory surgery or other, mostly major, therapeutic 
and diagnostic procedures performed on an outpatient basis. 
Because they do not involve the use of an inpatient bed, 
it would not be appropriate to include them in the categoxy 
of low-volume hospitalizations. There were only 151 cases 
with one hospital day; therefore, 2-day users had to be added 
to meet the requirement for an unweighed count of at least 
300. The 416 cases with 1 or 2 hospital days represented 
nearly 20 percent of all users, but only 3.3 of total hospital 
days used by those in the sample. 

High Use is represented by all cases with 17 or more 
hospital days. There were 324 such cases, and they accounted 
for 15 percent of all users of services. Ideally, no more 



than 7 or 8 percent of all users would have been captured 
to be consistent with similar studies in which the focus 
is on the top 5 percent who account for one-third of all 
the use. However, hospitalization is a relatively rare event, 
and even in a national sample of more than 17,000 persons, 
fewer than 2,100 had any hospitalization, So to meet the 
minimum of 300 cases, a cut point had to be selected that 
is lower than desirable. 

Ambulatory Care Visits 

Low use of ambulato~ care visits was defined as one 
visit. Although that is obvious]y the lowest nonzero number 
that can be selected, it captures 2,927 cases, or 22 percent 
of all users, far more than the minimum 300 cases required. 

High use was taken to be 20 or more visits during ~ 
the year, which is four times the mean number of visits 

in the sample. The 754 cases that are captured with this 
definition reflect the familiax top 5 percent of users, which 
accounts for about one-third of total volume. 

Prescribed Medicine Acquisitions 

Law use for prescribed medicines was set at one acquisi
tion, which, as was the case for ambulatory visits, is the, 
lowest nonzero number that can be selected. That yielded 
a group of 2,318 low users who represented 22 percent 
of all users and 3 percent of total volume, which is very 
similar to the low-use category for ambulatory visits, 

High use was defined as 25 or more acquisitions, yielding 
637 cases, which, like the high-use category for ambulatory 
visits, also comes very close to the 5 percent of users who 
represented one-thhd of total volume. 
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Univariate Analysis 

-. . . . . . 
“1’lusSeCtlOII presents the dWXYptlVf2 analyses or zero-, 

low-, intermediate-, and high-volume groups within three 
major medical service categories: Inpatient, ambulatory, and 
prescription drugs. Because the objective is to describe high-
volume users of care and to contrast them with low-volume 
users, and with individuals who did not use any services 
at all during 1980, the percents in all detailed tables (Tables 
1-30) are relative to level of use categories. Thus, for example, 
they show the percent of high users of ambulatory care 
who were female, rather than the percent of females who 
were high users. 

Distribution of Use in Each Service Category 

A principal reason for exploring the distribution of use 
for each category of medical service is to determine the 
extent to which services are disproportionately consumed 
by groups of individuals in the civilian noninstitutionalized 
population. 

The findings reflect disproportionate use of services within 
each of the three volume levels: Low, intermediate, and 
high (Table 1), High-volume users of inpatient hospital care 
represented 1.7 percent of the total civilian noninstitutionalized 
population, 15 percent of all individuals who used hospital 
inpatient services, but they accounted for 54.3 percent of 
all hospital days, and 45.2 percent of inpatient hospital charges 
during 1980. Further evidence of this disproportion is the 
very high percent of the total direct health care costs accounted 
for by this small group of individuals. The inpatient hospital 
charges of $39.4 billion generated by high-volume users 
represented 25.6 percent of the Nation’s estimated total health 
care bill of $153,9 billion based on NMCUES data for the 
civilian noninstitutional population in 1980 (Parsons et al., 
1985). At the other end of the continuum, low-volume users 
of hospital inpatient services (those with I or 2 hospital 
days) constituted 20.5 percent of all users. This low-volume 
user group comprised 2.4 percent of the total civilian nonin-” 
stitutionalized population; it accounted for 3.4 percent of 
the total volume of hospital days used and generated 6.0 
percent of total hospital inpatient charges for the population. 

The disproportion in the relationship between the small 
percent of high-volume users of inpatient hospital services 
and the high percent of the volume of use is illustrated 
graphically with the Lorenz Curve. To obtain such a curve, 
users of inpatient care are arrayed by level of use from 
lowest to highest, and divided into fourths, fifths, deciles, 

.. . . . . “. 

or Other tTi3Ct101N, and ttIe percent or total use represented 
- by each fraction is obtained. The Lorenz Curves, displayed 

in Figures 1–3, plot the cumulative percent of total volume 
of services accounted for by the cumulative percent of users. 
Figure 1 is the Lorenz Curve for users of inpatient hospital 
care. If each user had used the same number of days, the 
curve would be the 45-degree dotted line shown on the 
figure, and, for example, 50 percent of users would account 
for 50 percent of total hospital days. The greater the area 
between the 45-degree line and the curve, the greater the 
differences in use between the lowest and highest use 
categories, and therefore, the larger the share of total volume 
of use attributable to a small group of users. The Lorenz 
Curve for hospital use thus illustrates that high-volume users 
constituted only 15 percent of all users, but accounted for 
54.3 percent of all hospital days used by the civilian nonin
stitutionalized population. At the other end of the continuum, 
the Lorenz Curve also illustrates that low-volume users rep
resented a substantial ftaction of all users, 20.5 percent, 

FUure 1 

Lorenz Curve of hospital days: 
United State% 1980 
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Figure2 

LorenzCurveof ambdatory care visits 
UnitedState* 1980 
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F@ure3 

LorenzCurveof preadbed medeine ~s: 
United3tate~ 1930 
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but accounted for only 3.4 percent of the total volume of 
hospital days used by this population. 

The disproportionate distribution of ambulato~ visits is 
also striking. Of all ambulatory visits, 32.3 percent were 
generated by 4.5 percent of the civilian noninstitutionalized 

population, constituting only 5.7 percent of all users of am
bulatory visits. But this group of high-volume users, making 
37 visits on average during 1980, accounted for 28.7 percent 
of ambulatory-related charges (Table 1). Of all users, 21.5 
percent made only one visit during 1980. This group of 
low-volume users represented 17.0 percent of this population 
but accounted for only 3.3 percent of all visits and 3.6 
percent of all ambulatory-related charges (F@re 2). 

The distributional pattern of use of prescribed medicine 
acquisitions is similar to ambulatory visits. Approximately 
3.7 percent of the population was categorized as high-volume 
users of prescription medications, with an average of 41.3 
acquisitions per year. They constituted only 5.9 percent of 
all individuals in this population who had at least one prescrip
tion filled in 1980, yet they accounted for 32.9 percent 
of all prescribed medicine acquisitions and 34.2 percent of 
all prescription-related charges. A relatively small percent 
(13.7 percent) of the civilian noninstitutionalized population 
had only one prescription filled during 1980. This group 
of low-volume users accounted for only 3.0 percent of all 
acquisitions and 2.6 percent of all prescription charges, as 
shown in Table 1 and illustrated in Figure 3. 

Demographic Characteristics 

When the age distribution of high users of each of the 
three service categories considered here is examined, the 
percent of persons under 45 years of age is significantly 
higher among low users than among high users both for 
hospital days and prescribed medications (Figure 4). For 
example, 79 ~rcent of low-volume users of inpatient services 
are under 45 yeaxs of age, compared with 29 percent of 
high-volume users. The dNference is even more dramatic 
for prescription acquisitions, where 82 percent of low-volume 
users were under 45 years of age, as against only 14 percent 
of high users. Although the difference in the percent of 
persons under 45 years of age who were high and low 
users of ambulatory services is also statistically significant, 
it is not nearly as large as the differences observed for 
the other two services. 

The age distribution within each category of use differs 
between males and females (Table 2). Among females 
categorized as low-volume users of hospital inpatient services 
(those with 1- or 2-day stays), 53.9 percent were between 
17 and 44 years of age. In contrast, only 36.1 percent of 
males who were low-volume users of inpatient care were 
17-44 years of age. This difference in the age distribution 
of male and female low-volume users is probably due in 
large part to deliveries that occur among women in this age 
group. Differences in the age distribution between males 
and females among high-and low-volume users of both am
bulatory services and prescribed medications (Tables 3 and 
4) are not nearly as htrge as the difference in hospital days. 

There are major differences in the sex composition within 
low- and high-volume user groups for certain services. Low-
volume users of ambulatory services are nearly equally divided 
between males and females. However, females comprised 
48.0 percent of low-volume users in thk service category, 
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Egure 4 

Percent of persons under 45 years of age in G, low-, and high=use categories, 
by type of service: United States, 1980 
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which is significantly less than the percent of females in 
the civilian noninstitutionalized population (51.8 percent), 
When high-volume users of ambulatory care are considered, 
however, nearly two-thirds of high-volume users were female, 
significantly more than their percent of the reference popula
tion. Similar sex differences can be seen between low- and 
high-volume users of prescribed medications. Given the great
er representation of females among high-volume users of 
both ambulatory services and prescriptions, it is worth noting 
the absence of a similar difference in the sex composition 
of high-volume users of hospital days: For that service category 
the percents of male and female high-volume users were 
approximately the same. 

There are small differences in racial composition between 
low- and high-volume users in each of the three categories 
of service (Tables 24). The difference is statistically signifi
cant only for ambulatory visits, where 12.8 percent of low 
users were black in contrast to only 8.8 percent of high 
users (Table 3). 

In each of the three categories of service, persons classified 
as high-volume users were more likely to have family incomes 
less firm $15,000 than low-volume users were (Figure 5). 
Among high users of hospital days, for example, 56 percent 
belonged to families with an annual income of less than 
$15,000, compared with 41 percent of low-volume users. 
This is particularly a reflection of the fact that the elderly 
are more likely to be in the lower income groups and to 
be higher users of hospital inpatient services. 

It is notable that high-volume users of inpatient hospital 
services living in families with an annual income of less 
than $15,000 comprised 2,9 percent of the civilian nonin
stitutionalized population at that income level, but high-vol
ume hospital users in families with an annual income of 
$35,000 or more were only 1.2 percent of the civilian nonin
stitutionalized population at that economic level. Thus the 
proportion of the relatively poor who were high users was 
more than twice the proportion of those relatively well oft’. 
The difference is most striking for the category of prescribed 
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Figure 5 
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medicine acquisitions, where 58 percent of high-volume users 
were in families with incomes less than $15,000. 

A measure of income that takes family size into account 
is the relation of the family’s income to the poverty level. 
When the relative Wverty status of high-volume users is 
considered, a picture emerges that is similar to the one de-
scribed above for family income: A substantial number of 
high-volume users were in the category closest to the poverty 
line (Tables 5-7). Using 200 percent of the poverty level 
as a benchmark, 46.9 percent of high-volume users of hospital 
care fell below this level compmed with 38.5 percent of 
low users (Table 5). It is also notable that although 46.9 
percent of high users of hospital &ys were among the rela
tively poor, the corresponding proportion in the total civilian 
noninstitutionalized population was only 31.4 percent. By 
contrast, in the category of ambulatory visits the percent 
of persons falling below 200 percent of the poverty level 

is approximately the same across all levels of use 
(Table 6). 

men levels of use are investigated by the four census 
regions of the United States, no dhinct patterns emerge 
(Table 8). It is interesting to note that there is no regional 
variation in the relative frequencies in any of the use categories 
once the population’s regional dkribution is taken into account 
(Table 8). 

Some regional patterns in the relative use levels of am
bulatory care visits and of prescribed medications do emerge. 
In particular, the West had the highest percent of high users 
of ambulatory care, 28.6 percent (Table 9). 

Prescribed medicine use categories also show some re
gional variation, with residents of the South comprising 40.2 
percent of high users, even though only 31.2 percent of 
the civilian noninstitutionalized population resided there 
(Table 10). 
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Health Care Coverage 

Nearly 95 percent of those who are 65 years of age 
or over are covered by Medicare, whereas a very small 
percent of those under 65 years of age are beneficiaries 
of that program. Therefore, to facilitate the analysis of use 
levels by health care coverage, the population was divided 
into two groups, those under 65 years of age and those 
65 years of age or over. 

In the civilian noninstitutionalized population under 65 
years of age, significantly different patterns by use level 
and health care coverage emerge in all three types of service: 
Hospital days, ambulatory care visits, and prescribed medicine 
acquisitions (Tables 11–13). Of this population, 65 percent 
may be called the fully privately insured, that is, indhiduals 
who are covered for the entire year by private insurance 
only. Yet among high users of hospital days, this group 
comprised only a little more than half (51.6 percent). 
This is in stark contrast to those covered by one or 
more public programs, rdl of whom are disproportionately 
represented, in the high hospital use category. For example, 
9.7 percent of high-volume users of hospital services were 
covered by two or more public programs, yet they constituted 
only 2.2 percent of the civilian noninstitutionalized population 
under 65 years of age. This group, in other words, was 
found 4.4 times as frequently among high hospital users 
as in the population. Public programs that provide health 
care coverage for these persons are Medicaid, Medicare, 
and various State and local government welfare programs. 
Because poverty and medical indigency am the principal 
eligibility criteria for Medicaid and State and local programs, 
and the presence of certain disabilities and end-stage renal 
disease are the principal conditions that qualify persons under 
65 years of age as Medicare beneficiaries, the population 
group covered by one or more public programs is likely 
to be sick or disabled. This is reflected in their relatively 
very high use of hospital &ys. This find]ng is reinforced 
in the muhivariable analysis, where coverage by public pro-
grams is shown to be a powerful predictor of hospital use. 

The disproportionalities obtain as well for those who have 
mixed private-public coverage, with this group comprising 
17.4 percent of high hospital users but only 8.0 percent 
of the reference population. 

Those not covered at all during the year by any program 
and those who have insurance during only part of the year 
are at the other end of the spectrum, with the direction 
of the dkproportionalities reversed. Thus, 8.7 percent of 
the civilian noninstitutionalized population under 65 years 
of age had no health care coverage at all during the year, 
and only 2.8 percent of high hospital users fell into this 
category. In other words, while indhiduals covered by two 
or more public programs were found 4.4 times as frequently 
among high users as they are in the reference population, 
those without any health care coverage were found in the 
high-use category only a third as frequently as in the reference 
population. 

It maybe noted that the patterns of health care coverage 
among high users of hospital services are not replicated in 
the low hospital use category, with some exceptions. For 
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example, those without any coverage for the entire year 
are found in the low-use category, ‘as they have been in 
the high-use category, only about half as frequently as their 
relative proportions of the civilian noninstitutionalized popula
tion, 

These patterns strongly suggest that health care coverage, 
and especially coverage by public programs, plays an impor
tant role in determining levels of hospital use, an implication 
that is fi.mtherexplored in the next section on the multivariate 
analysis of high use of hospital care. 

Relationships found between levels of hospital use and 
health care coverage are replicated but in a more attenuated 
form for the various use levels of ambulatory visits 
(Table 12). 

The patterns for the use of prescribed medications are 
almost the same as those found for hospital inpatient services 
(Table 13). Those covered by two or more public programs 
(2.2 percent of the reference population) and those covered 
by the combination of private and public programs (8.0 percent 
of the reference population), constituted 9.0 percent and 20.0 
percent respectively, of the high users of prescribed medica
tions. Thus individuals in these health care coverage categories 
were found among high users of prescribed medications at 
a rate 2.5 to 4 times greater than their frequency in the 
civilian noninstitutionalized population. 

Within the civilian noninstitutionalized population 65 
years of age or over, two-thirds are covered bothby Medicare 
and private insurance (Table 14). This population group is 
represented among the hospital-use categories roughly in pro-
portion to their population share, with 68.1 percent of high, 
71.3 of intermediate, and 72.3 percent of low hospital users 
comprised of individuals with Medicare and private coverage. 
Those with Medicare coverage only, 16.3 of the reference 
population, were found proportionately somewhat less fre
quently among high hospital users, 11.2 percent, but this 
difference is not statistically significant. On the other hand, 
those who were covered both by Medicare and at least one 
other public program, generally Medicaid, constituted 20.1 
percent of the high hospital user category, almost two times 
their reference population proportion (1 1.3 percent). 

The patterns found in hospital use for the civilian popula
tion 65 years of age or over is replicated almost exactly 
when the use category of ambulatory services is considered 
(Table 15). Those with Medicare only are found disproportion
ately less often, and those with Medicare and any other type 
of coverage, disproportionately more often, in the high 
ambulatory use categoxy. 

These relationships, found both for hospital and ambula
tory care, are replicated once again when the use of prescribed 
medicines is investigated (Table 16). Only 2.1 percent of 
high users were represented by the 4.4 percent of the refetence 
population not covered by Medicare. Those who are covered 
by Medicare and private insurance comprised 71.9 percent 
of the high users of prescribed medications and only 66.8 
oercent of the reference ~omdation. Those covered both by 
kiedicare and one othe; ~ublic program constituted 11.3 
percent of the reference population and 14.3 percent of 
high users of prescribed medicines. In other words, only 



10.7 percent of those with Medicare only were found in the 
high prescribed medicine use category, while 16.6 percent 
of those who were covered both by Mdlcam and private 
insurance were high users of prescribed medication. 

Health Status and Functional Limitations 

There is a close and striking relationship between per
ceived health status and level of use across all three services 
considered. Although health status was reported to be fair 
or poor for only 12.9 percent of the civilian nonin
stitutionalized population, that percent was 52.6 for those 
in the high-use category for hospital care, 37.8 percent in 
the high ambulatory use category, and 63.9 percent for high 
users of prescribed medications (Figure 6 and Tables 17-19). 
This is in sharp contrast with those who had no hospital 
days, 89.1 percent of whom had a reported health status 
of excellent or good, as did 86.1 of low users of hospital 
care. 

The relationship between perceived health status and level 
of use is particularly noteworthy since health status was 
reported at the beginning of the survey year, in the first 
of five waves of interveiws. In single wave surveys, informa
tion both on health status and use of service is elicited 
within the same time frame, and thus reported health status 
in such surveys may reflect the use of services, that is, 
be Pcrstilctive rather than predictive. In NMCUES this problem 
is essentially overcome by having health status reported at 
the beginning of the year, with the utilization data measuring 
levels of use during the entire year. The predictive power 
of perceived health status as measured in NMCUES is clearly 
demonstrated in the multivariable analysis of hospital inpatient 
services, where it is found to be one of the two most important 
prdlctors both of any hospitalization at all and of the high 
use of hospital inpatient services. 

It might be noted that 47.4 percent of high users of 
hospital inpatient services also had a reported health status 
-of excellent or good. The apparent contradiction is explained 
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by the fact that high users of hospital care as. a whole 
constituted a relatively small percent of the civilian nonin
‘sti~tionalized population (1.7 percent), but 87.0 percent of 
that population had its health status rated as good or excellent. 
Thus even a very small percent of those whose health status 
had been rated good or excellent and who were high users 
of hospital care represent a very large percent of that small 
catego~. Indeed, only about one-half of a percent (0.55 
percent) of those whose health status was rated excellent 
were in the high hospital use category, but they represented 
16.2 percent of this high-use cateogry. Among those whose 
health status was rated to be good, only 1.45 percent were 
high users of hospital inpatient services, but they represented 
31.2 percent of this use category. On the other hand, among 
the 3.6 percent of the civilian noninstitutionalized population 
that had its health status reported to be poor, 13.85 percent 
were in the high hospital inpatient use category. 

The picture of distributional disparity in the use of hospital 
services, as well as the validlty of the reported data, is 

reinforced when nonusers of hospital inpatient services are 
considered. Of the group that had no reported hospital inpatient 
services in 1980, 89.1 percent had a reported health status 
of good or excellent in contrast, only 11.0 percent of this 
no-use group had their health status reported as fair or poor. 
Thus it is clear, as one might expect, that the high hospital 
use category is composed of relatively sicker people whether 
compared with those who used no hospital inpatient services 
or with those who used them at low rates. 

The patterns observed for hospital use are also found 
across use levels of prescribed medicines. Those whose health 
status was rated as fair or poor comprised 63.9 percent 
of the high prescribed medicine use category (Table 19). 
In this high-use category, health status was reported as 
either excellent or good for 36.1 percent, in contrast to 
94.1 percent in the zero-use categoty. Similarly, only 5.9 
percent of nonusers of prescribed medications had their health 
status reported as poor or fair. 
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The relationships between perceived health status and 
the level of ambulatorycare use, while similar, are weaker. 
The 37.8 percent of high users of ambulatory visits whose 
reportedhealth status was fair or poor (Table 18), was lower 
than the corresponding percent for hospital days and for 
prescribedmedicineacquisitions(Figure 6). Still, for ambula
tory visits the associationbetween higher levels of use and 
lower health status ratings is quite explicit. For example, 
in the low-use catego~, 58.8 percent had a reported health 
status of excellent, and for 34,7 percent it was rated as 
good, but only 6,5 percent of this use level had a health 
status rating of fair or poor. Much the same pattern obtains 
among zero users. In the intermediate-usecategory a small 
shift occurs, with 47.0 percent with a reported health status 
of excellent, 38. I percent with good, and 15 percent who 
hada reportedhealthstatusof fairor poor, 

Because data on activity limitation was collected only 
for persons 17 years of age and older who survived the 
sample year, the prevalence of activity limitation among 
those under 17 years of age is not known. The appropriate 

basis for relating levels of use to degreeof activitylimitation, 
therefore, is the U.S. civilian ncminstitutionalizedpopulation 
17 years of age and over who lived through 1980. On this 
basis, the pattern for functional limitations mirrors closely 
that for health status: The percent of persons with no activity 
limitationis large amonglow users and zerousers and signifi-
cantly smalleramonghigh users. (Figure7 andTables20-22). 
In this reference population, 79.4 percent and 74.5 percent 
of zero and low users of hospital days, respectively, had 
no activity limitation, compared with 20 percent of high 
users in this service category, As was also the case for 
perceived health status, the differences related to activity 
limitationare smallestforambulatoryvisits. 

Diagnostic Conditions 

Almost all high-volumeusers in everycategoryof service 
(88.1 percent for hospital days, 88.6 percent for ambulatory 
vjsits, and 94.1 percent for prescribed medications)reported 
havinghad at least three differentdiagnosticconditionsduring 
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the year (Figure 8 and Tables 23–25). The percent of individu
als with three or more conditions was significantly lower 
in the low-use and zero-use categories for all three medical 
services, but most specifically for ambulatory care. In ambula
tory care only 9.5 percent of nonusers and 22.5 percent 
of low users reported having three or more unique conditions 
(Table 24). The 45 percent of nonusers and 70 percent of 
low users of hospital days who had three or more medical 
conditions reported represent higher proportions than the per-
cents reported within the same use categories for ambulatory 
visits and prescriptions (9.5 and 17 percent, respectively, 
for nonusers). It is important to keep in mind, however, 
that the zero and low users of hospital services represented 
91 percent of the total civilian noninstitutionalized population, 
and a substantial number of these individuals made at least 
one ambulatory visit or had one prescription filled for which 
they could list a medical condition. Consequently, having 
three or more different conditions is probably not as useful 
a distinguishing characteristic of high-volume use of hospital 
inpatient services as it is for ambulatory visits or prescribed 
medicine acquisitions. 

It is particularly notable that 22.9 percent of high users 
of inpatient hospital service reported having 10 or more 
different conditions during the year, the same number of 
conditions (10 or more) reported by only 2.9 percent of 
the civilian noninstitutionalized population. Ten or more con
ditions were also reported by 20.9 percent of the high users 
of ambulatory visits and 24.5 percent of the high users of 
prescribed medications. Thus, this very small proportion of 
the civilian noninstitutionalized population with 10 or more 
conditions (2. 9 percent) constituted about one-fourth of the 
high users of each of the three medical services. 

To identify the major condition groups most likely to 
be associated with each level of hospital use, the number 
of condhions was tallied across all hospitalizations in each 
use level and then classified by broad diagnostic categories 
(Table 26). 

The following conditions were among those afflicting 
the greatest percent of high users of hospital days: Diseases 
of the circulatory system (this disease category was associated 
with at least one hospitalization for 32.8 percent of high 
users); injury and poisoning (21.8 percent); neoplasms (16.7 
percent), diseases of the respiratory system (16.1 percent), 
diseases of the musculoskeletal system and connective tissue 
(15. 1 percent); and diseases of the digestive system (12.8 
percent). 

Among low users of hospital days, the leading category 
was diseases of the respiratory system (15 percent), followed 
by diseases of the genitounnary system (also 15 percent), 
injury and poisoning (13.5 percent), diseases of the nervous 
system (6.9 percent), and complications of pregnancy and 
childbirth (6.9 percent). Thus, diseases of the respiratory 
system and injury ~d poisoning figure prominently both 
among high users and low users of hospital care. 

Although it is often thought that surgery is associated 
with high use of hospital inpatient services, the frequency 
of surgery does not differentiate high users of hospital days 
from low users: 49.2 percent of high users and 51.0 percent 

of low users of hospital days had no surgery in 1980 
(Table 27). 

Decedents 

Four-tenths of one percent of the civilian nonin
stitutionalized population covered in NMCUES died during 
the survey year. This 0.4 percent of the population accounted 
for 12.1 percent of all high users of hospital days. The 
very high use of hospital inpatient services by those who 
died during the year is illustrated by the fact that whereas 
only 1.5 percent of the reference population who survived 
the year were among high users of hospital inpatient services, 
more than half, 54.2 percent, of those who dkd had high 
hospital use (Table 30). That hospital care is used intensively 
by those who are dying is reinforced by the finding that 
whereas 71.7 percent of those who died during the year 
were either in the intermediate- or high-use category, only 
4.4 percent were in the low-use category. This pattern is 
consistent with previous reports by Lubitz and Ptihoda (1984) 
and McCall (1984). 

Patterns of use of prescribed medications and of ambula
tory care by those who died during the year are similar 
but less striking. Thus, among persons who survived the 
year, only 3.6 percent were high users of prescribed medica
tions (Table 32) and 4.4 percent were high users of ambulatory 
care (Table 31); of those who died, however, almost a fourth 
had high use of these services. 

Hospital Use and Ambulatory Waits 

Use of inpatient hospital services is often given greater 
attention than the use of other services because the costs 
of hospital care overshadow those of other services and because 
use of inpatient care is thought to trigger use of ambulatory 
and other services as well. That appears to be true when 
use levels of ambulatory visits associated with hospital days 
are examined (Table 28). In fact, regardless of the level 
of use of hospital days, among those who had any hospitaliza
tions, 94 percent were in the intermediate- or, high-use 
categories of ambulatory visits. The only dhTerence is that 
one-third of high users but only 6 percent of low users 
of hospital days were high users of ambulatory visits. An 
examination of the small number of cases with hospitalizations 
but no ambulatory visits showed that they include a dispropor
tionate number of deaths and institutionalizations as well 
as of data values that appear to be inconsistent. It is also 
important to note, however, that in the relationship between 
inpatient and ambulatory use, about twe-thirds of high users 
of ambulatory visits had no hospitalizations. 

Summary of Unhriate Analyses 

Comparisons of high and low users, as well as nonusers, 
within the three major categories of health care services 
by their selected demographic socioeconomic and health char
acteristics showed both differences and similarities. 
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Low users versus nonusers—Low users are quite similar 
to nonusers in several respects. Across all three service 
categories considered, the percent of individuals among both 
low and nonusers who are under 45 years of age, had their 
health rated as poor or fair, md had no activity limitation 
is similar. 

On the other hand, low users of hospital inpatient services 
differ from nonusers with respect to the critical characteristics 
of income and health care coverage. A larger percent of 
low users of hospital inpatient services had family incomes 
of less than $15,000 compared with nonusers. Moreover, 
low users were more likely than nonusers to have health 
care coverage through public programs or coverage by one 
or more sources. Another characteristic on which low users 
differ from nonusers is the number of conditions: Whereas 
the two kinds of users did not differ on their reported health 
status or activity limitation, they d]d differ on the percent 
with three or more condhions (see F@re 8). 

Low and high use across service categories—High users 
of ambulatory services were similar to low users and nonusers 

with respect to age (Figure 4) and private insurance coverage. 
High users, however, tended to be poorer (F@re 5), to have 
their health status rated fair or poor more frequently 
(Figure 6), and to report one or more activity limitations 
more often (FQure 7) than nonusers and low users of 
ambulatory services. 

High users of hospital days differed markedly from low 
users. High users of inpatient hospital services compared with 
low users tend to be considerably older (Figure 4), relatively 
poorer (Figure 5), belong to families headed by someone 
without a high school diploma, and have their health rated 
as fair or poor (Figure 6). 

High users of hospital services are five times more likely 
to report more than 10 unique medical conditions than low 
users. Moreover, high and low users of hospital inpatient 
services also differ in the percent of conditions represented 
by various disease categories (see Table 26). Diseases of 
the circulatory system as well as neoplasms, for example, 
are found more frequently among high than among low users. 
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Multivariable Analysis of 
High Use of Hospital Care 

The preceding analyses have focused almost exclusively 
on relationships between two variables at a time. In many 
cases it is clear that interpretation of the relationship between 
two variables depends upon a third, or even several other 
variables that have not been considered explicitly. For exam
ple, high use of hospital care is associated with being below 
200 percent of the poverty level in the univariate relationships 
examined earlier. However, poor persons also are more likely 
to be less healthy and older. It is important to determine 
whether the relationship between poverty level and use of 
hospital care is direct or whether that relationship reflects, 
at least partially, the effects of age and ill health. 

One way to approach such an analysis is to examine 
tables in which multiple factors are considered simultaneously. 
Unfortunately, multivariable tables quickly become cumber-
some because of their size and complexity, and interpretation 
of these tables is difficult without an underlying model charac
terizing the relationships among the variables. To understand 
more fully the complex relationships between a dependent 
variable, such as high use of a given service, and several 
predictors of the type examined in the bivariate tables pre
sented previously, a regression modeling strategy was pursued. 

Because hospital care consumes a major portion of the 
health care expenditures each year in the United States, a 
predictive model was developed for high use of hospital 
days. The objective of the model was to assess what factors 
determine whether or not individuals will be high users of 
hospital care. 

High use of ho~pital care depends, of course, on an 
individual first being hospitalized, and then on the individual 
being hospitalized for a long period of time, or alternatively, 
having a series of shorter hospitalizations. A model that 
simply examines factors associated with extensive use of 
hospital inpatient care, without also examining factors in
fluencing hospitalization in the first place, may fail to uncover 
important effects of such factors because they are overwhelmed 
by other factors that influence whether hospitalization occurs, 
but not the high use or length of hospitalizations. For this 
mason, high use of hospital care was investigated in a two-part 
model. The first part focuses on factors associated with 
whether an individual in the civilian noninstitutionalized popu
lation was hospitalized during 1980. These factors wem 
examined in a multiple logistic regression framework. The 
second part investigates, also through multiple logistic regres
sion, factors hypothesized to be predictive of high use, given 
that a person was hospitalized at least once in 1980, 

In the first of the two models, the dependent variable 
is equal to one if the person was hospitalized in 1980 and 
zero otherwisq in the second model, the dependent variable 
is equal to one if the person’ had 17 or more days in the 
hospital in 1980 (which was defined as high use) and zero 
otherwise. Given the dichotomous nature of these dependent 
measures, a standard ordinary least squares regression method 
would yield inefllcient estimators, particularly because in 
both models the dependent variable takes on one value much 
more frequently than the other: Zero, which corresponds 
to “not hospitalized” in one model and “not a high user” 
in the other, is the likely value for more than 85 percent 
of cases in both models. Based on these considerations, 
logistic regression methods were used to develop the predictive 
models. The assumptions and methods of logistic regression 
are discussed in Appendix V. 

Logistic regression methods are conceptually similar to 
standard regression methods, but the interpretation of the 
coefllcients is somewhat different. For a set of predictors 
X1,X2,..., Xp,partial logistic regression coefficients 
are estimated that represent the unit change in the logarithm 
of the odds of being one of the two values of the dependent 
variable, given a unit change in the predictor. For example, 
for the dependent variable in the first model (i.e., hospitaliza
tion, yes or no), the coet%cients in the logistic regression 
denote the change in the logarithm of the odds that a person 
will be hospitalized for a unit change in each of the predictor 
variables, all other predictor variables remaining fixed at 
some mean value. 

The logistic regression coefficients can also be converted 
to odds ratios which may provide a more direct assessment 
of the importance of the factors in predicting hospitalization 
and high use of hospital care, The odds ratio indicates the 
extent to which persons in a particular group are more or 
less likely to be hospitalized, and, if hospitalized, to use 
17 or more hospital days, than persons in the reference 
group. when all the other factors are fixed at an average 
value. Both the logistic regression coeftlcients and the odds 
ratios derived from them are presented in the subsequent 
section, 

Model for Predicting Use of Hospital Care 

There are a large number of factors which previous 
discussion in this report and the medical care literature suggest 
as predictors of hospitalization during a given time period. 
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It would be difficult to construct a model that incorporates 
every factor that has been examined because the model esti
mates would likely be unstable as a result of high correlations 
among many of the potential predictors. A set of predictors 
or independent variables -was selected which includes the 
most important predictors indicated in the two-way analyses 
presented previously. These predictor variables include the 
following: 

1. Demographic factors often cited for their association with 
use of hospital care: Age, sex, and race. 

2. Characteristics that represent financial access to inpatient 
care: Health cwe coverage (see Appendix V for a defini
tion of the categories used) and income (represented 
by poverty level which adjusts income for family size). 

3. Having a usual source of care, a characteristic believed 
to facilitate seeking and receiving care. 

4. Perceived health status, which reflects the need for carq 
because perceived health status was reported at the begin
ning of the survey period, it is a useful predictor of 
health care use. 

5. Region of the United States, a proxy for differences 
in supply characteristics across the country. 

6. Two indicators to identify subgroups of the population 
that are high users of health care An indicator for females 
Mween 17-44 years of age with good or excellent re-
ported health status (who can be expected to use a substan
tial amount of inpatient care not because of sickness 
but for deliveries and other reasons related to reproduc
tion), and an indicator for persons who are below twice 
the poverty level and reported health status as fair or 
poor (who are expected to be more likely to use inpatient 
services, all else being equal, because of the reinforcing 
processes that are thought to exist between sickness and 
poverty, this reinforcement results in less access to care 
initially and greater likelihood of subsequent complica
tions requiring more drastic interventions later). 

Variables were created for these measures to use in a logis
tic regression model to predict hospitalization during 1980. In
ternally scaled measures (e.g., age, poverty level) were divided 
into categories and indicator variables were created as predic
tors for each of the measures. For all predictors except poverty 
level, the indicator variables were created by designating 
one category as the reference category and by defining the 
indicators for the remaining categories as equal to one for 
persons in the category and as equal to zero otherwise. 
Thus, logistic regression coefficients for these indicator vari
ables denote the unit change in the logarithm of the odds 
of being hospitalized relative to the reference group for that 
particular indicator. 

An indicator variable for poverty level was constructed 
using the usual Analysis of Variance pararneterization. The 
logistic regression coefllcients for poverty level categories 
denote the departure of the logarithm of the odds ratio for 
that category from the overall mean logarithm of the odds 
ratio. 

Functional limitation status is a variable that might influ
ence hospitalization but was not included in the model. Those 

who have substantial functional limitations may be more 
likely to require inpatient care when other, unimpaired pm
sons, would not. One problem with using this variable derives 
from its having been measured toward the end of the survey 
period, and therefore it potentially reflects as much the effect 
as the cause of hospitrdization. Even though, among those 
who reported a functional limitation and were hospitalized 
during the year, three-quarters reported that the limitation ! 
lasted more than 12 months, the direction of casuality cannot 
be established unarnbiguously. A second problem arises be-
cause functional limitations were measured only for those 
who were alive at the end of the survey period and were 
17 years of age and over. Consequently, inciuding fictional 
limitation in the model would have meant excluding from 
consideration those who were under 17 years of age or who 
died during the year. 

Rather than limit the analysis to individuals 17 years 
of age or over and persons alive the entire year, two separate 
logistic regression analyses were conducted. In the first, all 
the data were used, but functional limitation was not used 
as a predictor. In the second, the data were limited to persons 
17 years of age or over and alive during the year, and 
functional limitation was added to the basic set of predictors 
to provide insight abat the importance of this variable for 
predicting hospitalization. 

The logistic regression coefilcients from the analysis of 
the model using all the data are presented in Table B. The 
ratio of the coefficient to its adjusted standard error can 
be used to assess whether a given coefficient is statistically 
significantly different from zero. The odds ratios are also 
presented as an indication of whether the factor level of 
interest is associated with a lower probability of hospitalization 
(i.e., an odds ratio Iess than one and a negative coefficient) 
or is associated with a higher probability of hospitalization 
(i.e., an odds ratio greater than one and a positive coefficient) 
than the probability of the reference group for the factor. 
Because the coetlicients are partial regression coefficients 
in a multiple regression model, they reflect the effect of 
the factor level given that all the other factors in the model 
are set at an average value, and thus held statistically constant. 

Neither sex nor race are significant predictom of hospitali
zation at the 5 percent level of statistical significance once 
all other factors are controlled, because the ratio of the 
coefficients to adjusted standard errors for those factors are 
between the limits of – 1.% and + 1.%. The odds ratiok 
and their confidence limits for sex and race show no significant 
increased or decreased risk of hospitalization, because the 
odds ratios are indistinguishable from 1.0. 

Whh respect to age, persons 75 years of age and over 
and those under 35 years of age had significantly more 
hospitalizations than persons 35-54 years of age. Persons 
55-74 years of age did not have significantly greater risk 
of being hospitalized than the reference age group. 

The two sets of factors that stand out by the size of 
their coefilcients are health care coverage and perceived health 
status. The types of coverage that are likely to be the most 
comprehensive-having coverage through two public pro-
grams or one public and one private-are those most strongly 
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Tabk B 

Estimated logistic regresdon coefficients and odds ratios for use of hoapitat care for all persona by selected independent 
variables: United Stateq 1980 

Odds ratio 

Adjusted coefficient 
confidence interval 

Independent standard to standard Lower Upper 
variablea Estimate error error Estimate limit limit 

Constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -2.S445 . . . .. . . .. .. . ... 

Regressioncoefficient 
Ratio of 

95-parcenf 

Sex 

(Male) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . .. . . .. ... 
Female . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.0768 0.0526 1.4493 1.0766 0.9734 1.1974 

Race 

White andother . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.0984 0.1057 0.9313 1.1034 0.8970 1,3573 
(Black) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Perceived health status 

Excellent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -0.2298 0.0567 -4.0476 0.7649 0.7112 0.88S3 
(Good) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Fair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.8616 0.1114 8.6335 2.6159 2.1029 3.2541 
Poor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.5169 0.2040 7.4350 4.55s1 3.0557 6.7990 

Age 

Under 35yeara . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.1510 0.0608 2.4792 1.1630 1.0321 1.3105 
(3.5-W yeara) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
55-74 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.1051 1.3319 1.1108 0.9516 1.296S 
75years andover, . . . . . . . . . . . . . . . . . . . . . . . . . . 0.5167 0.1373 3.7606 1.672S 1.2819 2.2013 

Poverty status’ 

Below 200 percent of poveriy level . . . . . . . . . . . . . 0.14s3 0.0600 2.4716 1.1599 1.0312 1.3046 
200-499 percent ofpoveftylevel . . . . . . . . . . . . . . . -0.0728 0.0441 -1.6602 0.9268 0.6528 1.0136 
500-689 percent ofpoverfy level . . . . . . . . . . . . . . . -0.1191 0.0754 -1.5763 0.8877 0.7657 1.0291 
(700 percent of poverty level or more) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Health care coverage 

Mulfiple public . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.1697 0.1ss6 6.3066 3.2861 2.2704 4.7562 
Single public . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.64s4 0.1173 5.5286 1.9125 1.5197 2.4067 
Private andpublic . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.7969 0.1154 6.9209 2.2231 1.7730 2.7875 
Pnvateonly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.3468 0.0768 4.4020 1.4145 1.2121 1.6507 
(None orother) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..< . . . . . . . . . 

Region of residence 

(Northeast) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,.. . . . . . . . . . 
North Central . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.2066 0.1031 2.0045 1.2295 1.0046 1.5047 
South . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.1186 1.3703 1.1259 0.9602 1.3341 
West . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -0.0944 0.0991 -0.9523 0.9089 0.7492 1.1050 

Usual source of care 

Yes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -0.0S06 0.0629 -0.8668 0.6410 0.8319 1.0645 
(No) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Healthy females 17-44 years of age 

Yes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.4387 0.0813 5.3970 1.5507 i .3223 1.81S6 
(No) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .,. . . . . . . . . . 

Poor peraonswith poor health 

Yea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -0.5032 0.1596 -3.1529 0.6046 0.4422 0.8286 
(No) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .<. . . . 

‘Analysis of vadance paramsterization. 

NOTE: Pmpotilonsl reduction oferror =5. 1percent. 
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related to hospitalization. Similarly, having a reported health 
status that is fair or poor has a strong positive relation to 
hospitalization, whereas excellent health status is negatively 
related to it. However, given that persons with Medicare 
and private insurance coverage are likely to be 65 years 
of age or over, and that the indicator variables for age 
in the model do not separately identify persons 65 years 
of age and over, the strength of the relationship between 
health care coverage and hospitalization shown in the model 
should be interpreted cautiously. The strong relationship in 
the model may be due to an age effect (i.e., becoming 65 
years of age) rather than to the effects of health care coverage 
on decisions about seeking hospital care. 

Two other factors that have strong positive relationships 
with hospitalization are the two indicators for population 
groups hypothesized as more likely to be hospitalized Females 
17-44 years of age with good or excellent reported health 
status, and persons with poverty status less than twice the 
poverty level and reporting poor health status. Healthy females 
1744 years of age have a 55-percent increased risk of hos
pitalization compared with other persons, while persons below 
twice the poverty level with poor perceived health status 
actually have nearly a 40-percent lower risk of behg hos
pitalized. This latter finding is in the opposite direction of 
that expected and may be due to the controlling influence 
of the other factors in the model, particularly those related 
to health care coverage; or it may be due to access barriers 
not measured here. 

Residence in the North Central Region of the country 
and poverty status below twice the poverty level both have 
small positive and significant relationships with hospitrdiza
tion. By contrast, having a usual source of care had no 
significant effect. 

Thus the best predictors of hospitalization areas follows: 

‘ The factor associated with financial access to health care, 
health care coverage. 

c The factor associated with need for health care, perceived 
health status. 

● Membership in two important population subgroups, 
healthy females 17-44 years of age and persons in poor 
families who report poor health status. 

These results suggest that the demographic variables, race, 
sex, and even age are related to hospitalization only to the extent 
that they are associated with such other factors as health care 
coverage or health status. 

The importance of the factors considered in the model 
results presented in Table B may be examined by calculating 
the estimated probability from the model that an individual 
with particular characteristics would have been hospitalized 
in 1980. For example, consider a white male 35-54 years 
of age in good health with an average income (i.e., between 
200 and 499 percent of poverty level), private insurance 
coverage, with a usual source of medical care, and living 
in the Northeast Region. The probability that such a person 
would be hospitalized maybe estimated by adding the constant 
coefficient and other appropriate factor coefllcients to obtain 
the logarithm of the odds of hospitalization. In this case, 

the logarithm of the odds is computed as the sum (–2.8445 
+ 0.0984 – 0.0728 + 0.3468 – 0.0608 = –2.5329. The 

logarithm of the odds can be transformed to the odds of 
hospitalization by exponentiation, e-2”53X = 0.0794, and 
the odds converted to the predicted probability by computing 
0.0794 / (1 -t 0.0794) = 0.074. That is, the hypothetical 
white male with the specified characteristics has a predicted 
probaMity of being hospitalized of 7.4 percent. 

The relative importance of the different factors in the 
model can be examined by changing the characteristics of 
the hypothetical individual and estimating the probability for 
an individual with the new characteristics. For example, sup-
pose that the hypothetical white male had reported poor 
health status instead of good health status. The predicted 
probability of hospitalization for an individual with all the 
same characteristics as the original hypothetical white male 
except for poor health status can be computed as previously 
shown. The sum of appropriate coefficients (i.e., the estimated 
logarithm of the odds) is 

-2.8445 + 0.0984 -t 1.5169 – 0.0728 + 0.3468 
-0.0608 = – 1.0160. 

Exponentiating, the estimated odds are e-l-O1m= 0.3620, 
which is converted to the predicted probability as 

0.3620 /(1 + 0.3620) = 0.2658. 

That is, poor health status relative to good health status 
has increased the risk of hospitalization for the hypothetical 
person by 3.35 times (i.e., 0.2658 / 0.0794). This increase 
is reflected in the large odds ratio for the poor health status 
category relative to the good health status category in 
Table B. 

Alternatively, consider the risk of hospitalization for a 
white female with the same characteristics as the original 
hypothetical white male (i.e., 35-54 years of age, middle 
income, private insurance, good health status, a usual source 
of care, residence in the Northeast Region). The predicted 
probability of hospitalization for the female is computed in 
the same three steps as outlined for the hypothetical male: 

(1) summation of coefficients to obtain the logarithm of 
the odds as 

-2.8445 + 0.0984 + 0.0766 – 0.0728 + 0.3468 
-0.0608 = – 2.4563; 

(2) exponentiation to obtain the odds as e-2.4563 = 0.0858; 
and computation of the predicted probability as 

0.0858 /(1 + 0.0858) = 0.0790. 

Thus, the predicted probability of hospitalization for this 
female is 7.9 percent, somewhat higher than for the hypotheti
cal male because the partial regression coefilcient for the 
female group is positive. In addition, if the female were 
actually 35-44 years of age (and hence the indicator for 
females 1744 years of age applies), the predicted probability 
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of hospitalization is 11.7 percent. The interested reader can 
readily constmct predicted probabilities for other individuals 
using the coefficients in a similar manner. A more detailed 
&scription of the estimation procedure for predicted prob
abilities is given in Appendix III. 

These methods for estimating predicted probabilities are 
useful for interpreting the relative importance of the factors 
examined in the model, but there are several limitations 
to the general use of these logistic models. For one, the 
predicted probabilities for a hypothetical individual do not 
necessarily define patterns of hospitalization because the 
hypothetical person defined may represent a small portion 
of the population. In addition, variables are included in the 
model which are not statistically significant because findings 
in the medical care literature indicate that these variables 
represent important predictors of hospitalization. Nonetheless, 
including these variables in the model most likely leads to 
less efficient estimates than could be obtained from a model 
without them. 

Finally, the model in Table B explains a small, but 
useful, amount of variation in the probability that a person 
was hospitalized in 1980. The model accounts for 5.5 percent 
of the error remaining if the mean probability of 12,2 percent 
was used as a predicted value for every person in the sample. 
Thus, there is still a large amount of error that may be 
explained by other factors that have not been included in 
the model. Those other factors may reduce the importance 
of the factors considered in this model and substantially 
change the predicted probabilities for hypothetical individuals 
considered here. 

To assess the goodness of fit of the model further, the 
predicted probability of being hospitalized was computed 
for every person in the”dataset. The distribution of the pre
dicted probabilities was then examined for users and nonusers 
of hospital care to determine whether the model was able 
to discriminate between these two groups. Figure 9 shows 
the relative frequency distribution of the predicted probabilities 
by deciles for users and nonusers of hospital care. 

A good fit of the model to the data would be observed 
if the predicted probabilities under the model were small 
(e.g., less than 50 percent) for nonusers and large for users. 
The resuks in Figure 9 suggest that the model does provide 
some discrimination between users and nonusers, although 
perhaps not as much as would be desired. In particular, 
53 percent of the nonusers had predicted probabilities less 
than 10 percent, although only 29 percent of the users had 
predicted probabilities in that range. Similarly, 91 percent 
of the nonusers had predicted probabilities less than 20 percent 
compared with 71 percent of the users. Conversely, only 
3 percent of the nonusers had predicted probabilities greater 
than 0.30, with 13 percent of the users had predicted prob
abilities greater than that value. 

The ability of the model to discriminate users and nonusers 
through the assignment of predicted probabilities close to 
one and zero, respectively, is evident from the distribution 
in Figure 9. At the same time, though, the low proportion 
of the unexplained error accounted for in the model is also 
demonstrated by the lack of clear discrimination of users 
and nonusers by the predicted probabilities. 

The goodness of fit of the model may be examined 
further by considering the extent to which the model improves 
the prediction of use or nonuse. Without the model, one 
could classify all persons in the sample as users or as nonusers. 
If all are classified as nonusers, then because 11.5 percent 
of the population are users, 88.5 percent of the persons 
would be predicted correctly as nonusers. With the model, 
a predicted probability that the person is a user can be 
obtained. By designating selected values of the predcted 
probabilities as thresholds (such that persons with a predicted 
value above the threshold are predicted users and those below 
are predicted nonusers), the ability of the model to predict 
use or nonuse can be examined. 

Table C presents the probability of correctly classifying 
users, nonusers, and all persons when thresholds correspond
ing to deciles of predicted probabilities are used to define 
predicted use and nonuse groups. For example, if the threshold 
were chosen to be 0.1, then persons with predicted prob
abilities greater than 0.1 would be predicted users and the 
remainder are predicted nonusers. Using this threshold value, 
70.6 percent of the users are correctly predicted to be users, 
while only 52.7 percent of the nonusers are correctly predicted. 
Overall, 54.7 percent of the persons in the sample would, 
be predicted correctly using the 0.1 threshold for predicted 
probabilities. 

The predicted probabilities for users and nonusers in 
Table C correspond to the sensitivity and specificity of a 
test procedure based on thresholds at different levels. The 
probability of a correct prediction for users is the sensitivity 
of the test at a given threshold, and the probability of a 
correct prediction for nonusers is the specificity of the test. 

As the threshold value increases in Table C, the probabil
ity of a correct prediction drops for users and increases 
for nonusers. For all persons, the probability increases up 
to the 0.5 threshold and then decreases slightly to the preva
lence of nonuse (i.e., 88.5 percent). In other words, the 
threshold of 0.5 would provide the largest number of correct 
predictions over all the tests given in Table C, but this 
finding is dominated by the fact that 88.5 percent of all 
persons were nonusers. 

Table C 

Probability of correct predktion by decks of 
predicted probsbiities for all persons usem 

and nonusers United Stste& 19S0 

Probabilityofcorrectprediction
Thresholdof 

prediotedprobability Allpersons Users Nonusers 

0.0 . . . . . . . . . . . . . . . . . 0.115 1.000 0.000 
0.1 . . . . . . . . . . . . . . . . . 0.547 0.706 0.527 
0.2 . . . . . . . . . . . . . . . . . 0.836 0.262 0.208 
0.3 . . . . . . . . . . . . . . . . . 0.873 0.124 0.970 
0.4 . . . . . . . . . . . . . . . . . 0.882 0.047 0.880 
0.5 . . . . . . . . . . . . . . . . . 0.866 0.015 0.996 
0.6 . . . . . . . . . . . . . . . . . 0.885 0.002 I.000 
0.7 .. . . . . . . . . . . . . . . . 0.885 0.001 1.000 
0.8 . . . . . . . . . . . . . . . . . 0.685 0.000 1.000 
0.9 . . . . . . . . . . . . . . . . . 0.885 0.000 1.000 
1.0 . . . . . . . . . . . . . . . . . 0.885 0.000 1.000 
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Figure 9 

Relativefrequency dktrlbutbn of predkted probabltttiesfor users 
and nonusers of hospitalcare United State% 1980 
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Table D 

Predictive accuracy of alternative thresholds for 
predicting use and nonuse of hospital care 

United States, 19S0 

Predictive aocuracy
Threshold of 

predicted probability Use Nonuse 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.115 . . . 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.162 0.933 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.284 0.907 

. . . . . . . . . . . . . . . . . . . . . . . . . . . 0.345 0.695 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.376 0.689 

. . . . . . . . . . . . . . . . . . . . . . . . . . . 0.522 0.887 

. . . . . . . . . . . . . . . . . . . . . . . . . . . 0.465 0.865 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.885 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.885 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.685 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.685 

It is also useful to examine the ability of the model to pre
dict use among all persons classified as users when a given 
threshold is selected. Table D presents the predictive accuracy 
of classification schemes corresponding to different thresholds. 
For example, if a threshold of 0.1 is used, 16.2 percent of those 
classified as users are actual]y users; 93.3 percent of those clas
sified as nonusers are actually nonusers. The predictive accu
racy for nonuse does not fall below 88,5 percent (when a 
threshold of 0.6 or greater is used), while the predictive accu
racy for use does not fall below 11.5 percent (when a threshold 
of 0.0 is used, or when everyone is classified as a user). As in 
Table C, the best predictive accuracy for use occurs at the 0.5 
threshold when 52.2 percent of those classified as users are 
actually users. 

The general impression from this examination of the 
probability of correct prediction and predictive accuracy is 
consistent with the goodness of fit measure given in Table 
A (i.e., proportional reduction in error of 5. I percent). The 
sensitivities of the tests based on each threshold level examined 
are low, as are the predictive accuracies. The model offers 
some improvement in the ability to predict use and nonuse 
compared with simple ‘all or none’ classification schemes, 
but there is still room for considerable improvement in the 
fit of the model to the data. 

The separate model constructed by adding a functional 
limitation score (treated as a continuous variable) to the 
model shown in Table B is not presented here. Functional 
limitation score in that model had the largest partial correlation 
with hospitalization of any variable in the model. Yet per
ceived health status indicator variables continue to have signifi
cant, though smaller effects than in the model using all 
the data, as does the indicator variable for low income persons 
with poor health status. This suggests that functional limitation 
is associated with hospitalization in some way that is different 
from reported health status. 

Model for Predicting High Use 
of Hospital Care 

Given that factors have been identified which are predic-’ 
tive of hospitalization, it is of interest to examine whether these 

same factors or a different set are important in determining 
high use of hospital care. As described previously, a second 
logistic regression analysis was conducted to investigate 
factors related to high use among those reporting at least 
one overnight hospital stay during the year. Although this 
second model takes its point of departure at hospitalization, 
the focus of the first model, it is misleading to consider 
it a second-stage model since it does not incorporate any 
of the estimates from the first model. 

The dependent variable in this second model is again 
a dichotomous measure, with high-use persons (i.e., those 
with 17 or more hospital days reported in 1980) given a 
value equ”al to one and all other persons, those with more 
than one but fewer than 17 days, given a value of zero. 
Those with no hospitalization are excluded from this analysis. 
The independent variables are listed in Table E and include 
the same demographic, income, region-of-residence, health-
care-coverage, and perceived-health-status variables as were 
used in the first model. The rationale for includ]ng these 
same variables in both models is that these factors may 
not only affect whether any hospital care was obtained—the 
focus of the first model—but also affect how much care 
was used, and more specifically whether someone was a 
high user of hospital care or not. 

In addition to these basic independent variables, six diag
nostic categories were included in the model and are shown 
in Table F. They include the disease categories that in other 
studies have been found to be associated with high-cost hos
pitalizations and which were also found to account for the 
largest percent of high-use hospitalizations in the descriptive 
analyses presented earlier. The six categories are neoplasms, 
diseases of the circulatory system, diseases of the respiratory 
system, diseases of the digestive system, diseases of the 
musculoskeletal system and connective tissue, and injury 
and poisoning. It would have been preferable to identify 
persons who not only had these diagnoses, but who also 
had surgery; these diagnoses combined with surgery have 
been found to be highly resource-intensive. As a preliminary 
investigation of the joint effects of surgery and each diagnosis, 
a set of indicator variables was added to the model that 
was equal to one if the individual had surgery during 1980 
and a selected diagnosis during at least one hospital stay 
and was equal to zero otherwise. These indicators when 
added to the model in Table F accounted for only another 
0.5 percent of the unexplained emor. In addition, approxi
mately 80 percent of the persons hospitalized during the 
year for neoplasms or a cardiac condition also had surgery 
during the year, Thus, the addition of the combined surgery 
and diagnosis indicators to the model contributed little to 
the explanatory power of the model, and the indicators were 
not included in the final model. 

The estimated logistic regression coefficients and odds 
ratios from the model are presented in Tables E and F. 
The high-use logistic regression analysis was based on 2,087 
persons with one or more hospital days in 1980, of whom 
315 or 15.1 percent were hospitalized 17 or more days in 
1980. As a result of the smaller sample size, standard errors 
of coefficients are higher for this model than for the previous 
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Table E

Estimated Io@stk regression ooefficiants and odds ratios for probability of high use of hospital oareamong use~ byaelected
independent variabk% United Stateq 1980

Odds rStiO

Regression coefficient
Ratio of

95-parcent

Adjustad ooafficient
confidence interval

Independent standard to standard Lower Uppar
variables Estimate error error Estimate limit limit

Constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Sex

-2.1128 .. . . .. .. . ...

.. .
0.4412

0.4782
. . .

0.4070
. . .

0.7165
1.3705

0.2940
. . .

0.6530
0.9079

0.9575
0.73s5
0.6102

. . .

0.6695
0.7805
0.9227
0.7483

. . .

. . .
0.5362
0.4312
0.4060

. ..

. ..
0.8194

1.2820
. . .

0.7595
. . .

1.6151
4.0944

0.7465
. . .

1.6653
3.8752

1.5477
1.2811
1.2997

. . .

3.1515
2.7942
2.6923
1.7359

. . .

. . .
1.2908
1.0063
1.1145

(Mate) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Female . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. ..
- 0.50s7

.. .
0.1579

. ..
-3.2216

.. .
0.6013

Race

White andother . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(Bleak) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

-0.2447
. . .

0.2516
. . .

– 0.9727
. . .

0.7629
. . .

Peroaivad health status

Excellent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(Good) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Fair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Pcmr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

-0.5871
. . .

0.0730
0.8624

0.1592
. . .

0.2073
0.2792

-3.6889
. . .

0.3521
3.0839

0.5559
. . .

1.0757
2.363a

Age

Under 35yeara . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(M-54yeara) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
55-74 years . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
75yearsand over . . . . . . . . . . . . . . . . . . . . . . . . . . .

- 0.75S2
. . .

0.0986
0.6290

0.2377
. . .

0.2678
0.3702

–3.1899
. . .

0.36S2
1.6991

0.46s5
. . .

1.1038
1.8757

Povertystatus’

Below 200 percent of ~verty level . . . . . . . . . . . . .
Z!004KJ parcantof ptwerty level . . . . . . . . . . . . . . .
600-699 peroentof pove*level . . . . . . . . . . . . . . .
(700 peroant of poverty level or more) . . . . . . . . . . .

0.1867
-0.0277
–0.1159

. . .

0.1225
0.1405
0,1928

. . .

1.6059
-0.1971
-0.6009

. . .

1.2174
0.9727
0.8806

. . .

Healthoarecoverage

Mutf@fepWic... . . . . . . . . . . . . . . . . . . . . . . . . . . .
Single pubiii . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Private andpubiic . . . . . . . . . . . . . . . . . . . . . . . . . . .
Pnvateonfy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(None orother) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0.5040
0.3899
0.4550
0.1308

. . .

0.3265
0.3253
0.2732
0.2147

. . . .

1.5342
1.1985
1.6656
0.6Q93

. . .

1.6553
1.4768
1.5762
1.1397

. . .

Region of resklence

(Northeast) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
North Central . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
south . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
West . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. ..
- 0.1s40
-o.4f74
-0.3941

.. .
0.2241
0.2162
0.2584

. ..
-0.8210
-1.830s
-1.5372

.. .
0.s319
0.6586
0.6743

‘AnalysisOfvarhinosparamatelfzatbn.

NOTE Prqm’tbnalraductionofsrror- 1S.S parosnt

model, which was based on data for the entire sample popula-
tion.

There are several interesting contrasts with the results
from the first model. The income and health care coverage
variables which were so prominent in the first model are
not significant predictors of high use. This suggests that
although those factors may be important determinants of
whether someone becomes a user of hospital services (that
is, they are indicators of access), they are not determinants
of whether someone who had a hospitalization will be a
high user. Other factors, more closely related to need, are
prominent in the high-use modeL Among the diagnostic
categories that were hypothesized to entail the need for large
amounts of care, five of the six are strongly and significantly

related to high use of hospital days. Moreover, if the high-use
logistic regression analysis is carried out without the diagnostic
indicators, the coeftlcients for the remaining variables in
the model are quite similar to those shown in Table F.
In other words, the diagnostic categories are providing differ-
ent information about risk of high use of hospital care than
the other variables in the model. In addition, this model
explains 18.8 percent of the error in predicting the probability
of high use, and the diagnostic categories alone account
for 6.6 percent of the unexplained error. Thus, including
diagnostic-category variables directly improves the explana-
torypowerof the model.

On the other hand, the surgery indicator variable was
not significant. This finding is not very surprising, because
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TableF

Estimatedlogisticregressioncoefficientsandoddsratiosforprobabiiityofhighuaeof hospitalcareamongusers,byseiected
diagnosticoategoriexwUnitedStates, 1980

Regression coefficient
Ratio of

Adlusted coefficient

Odds ratio

95.percent
confidence Intewal

Independent standard to standard Lower Upper
variables Estimate error error Eetimate limit limit

Neoplasm

Present ... . . . ..l . . . ..o..l.. o... o.... . . . . . . 1.7690 0,3278 5.3966 6.86s0 3.0849 11,1505
(Absent) , .,, .,,.,... . . . . . . . . . . . . !....,,.!. ,,. ,,, ,,, ,., .,, ,,,

Circulatory system

Present . . . . . . . . . . . . ..i . . ..o . . ..o . . . . ,., ... 1.1153 ‘ 002015 5.5337 3.0505 2.0550 4.5262
(Absent) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,.. .,. ,,. ,,, ,,, ,,,

Resplratorysystem

Present . ..l . . . . . . . . . . . . . . . . . . . .. o... .,.. .O 0,7006 0.2196 3.1879 2.0150 1,3098 3.0996
(Absent) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . #.. .,. .,, .,. ,., ,,.

Digestive system

Present . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0!0263 0.2032 0.1294 1.026s 0.6s94 1,5266
(Absent) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,.. !.. .,, . . . ,.. ,.,

Musculoskeletal system

Present . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.0892 0.3191 3.4128 2.9719 1.5699 5.5552
(Absent) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .,, .,! ,,, ,,, .,. .,.

Injuw or poisoning

Present . . . . .. c . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 .374s 0.2326 5.9077 3.9523 2,5051 6.2355
(Absent) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .,, . . . .,, ,,. .,. . . .

Surgery

(No) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .,. ,., ,.. 0,, . . .

Yes
,.,

. . . . . . . . . . . . . . . . . . . . . . . . , ..!,.,.,,,. ., 0.2624 0.1646 1.5945 1,3000 0.9416 1.7949

NOTE Proportionalreduotionof error - l&8 peroont.

it was expected that surgery would be an important factor
not through its direct effects, but through interaction with
the diagnostic categories.

Sex is significantly related to high use of hospital care
in the second model. Being female is strongly and negatively
associated with high use when the other variables in the
modei are taken into account, something that is not readily
apparent from the univariate anaiyses presented earlier. Age,
on the other hand, is significant only to the extent that
those under 35 years of age are significantly less iikely
to be high users than the reference category of those 35-54
years of age.

Perceived heaith status is significantly related to high
use, even though the five diagnostic categories described
earlier are also significantly related to high use. This suggests
that the diagnostic categories capture a different dimension
than perceived health status.

As in the hospitalization model, the reiative importance
of the factors in the logistic regression model maybe examined
by estimating the probability that a hypothetical individual
may be a high user of hospital care once hospitalized, Consid-
er, for example, a black female 35-54 years of age in good
health with low income (i.e., below 200 percent of poverty
level) and no health care coverage living in the Northeast

Region, who is hospitalized with a diagnosis other than the
six considered in Tabie F—and who does not have surgery,
The predicted probability that this hypothetical female will
have 17 or more hospital days in 1980 is computed in three
steps as for the previous model:

(1) summation of appropriate coefficients as

–2,1 128-0,5087 + 0,1967 = -2,4248;

(2) exponentiation of this logarithm of the odds as e ‘Z”4248
= 0,0885; and (3) computation of the predicted probabilities
as

0.0885 /(1 -t 0,0885) = 0.0813.

If her health care coverage had been through Medicaid only
rather than none, the predicted probability increases to 11,6
percent, a 42-percent increased risk of high use. On the
other hand, if she still had no health care coverage, but
reported poor instead of good health status, the predicted
probability increases to 17.3 percent, a 114-percent increase
in risk over the base set of characteristics.

Finally, the importance of the diagnosis is illustrated
by considering the same hypothetical female with the original
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set of characteristics, but with a diagnosis of respiratory
disease and surgery during the year while in a hospital.
The estimated risk of high use of this individual is 18.8
percent, 2.32 times higher than for the original person.

Again, caution should be exercised in interpreting the
predicted probabilities from the model in Tables E and F.
The model does not explain all the variation in high use
of hospital care, and hence the predicted probabilities are
subject to error. The error is also increased by the use of
less stable coeftlcients that were not statistically significant.

In addhion, these predicted probabilities must be applied
to population estimates to assess the importance of the factors
considered in the model to high use of inpatient hospital
care.

The goodness of fit of the model for predicting high
use of hospital care was assessed by examining the distribution
of predicted probabilities for high users and all other users
(i.e., low and intermediate users). Figure 10 presents the
relative frequency distribution of the predicted probabilities
from the model for high users and all other users. As before,

Fqure 10

Relative frequency datrbution of predioted probabititks for high
and other users of hoapitid oarw United State~ 1980
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the model fit is better to the
assigned predicted probabilities

extent that high users are
that are closer to one and

other users are assigned values closer to zero.
Although the ability of the model to make such an assign-

ment is clearly less than perfect, there is evidence in Figure
10 that the model is discriminating between these two groups.
For example, 97 percent of the low and intermediate users
have predicted probabilities less than 0.50; only 74 percent
of the high users have such values. Conversely, 26 percent
of the high users have predicted probabilities greater than
0.50, compared with only 3 percent of the low and inter-
mediate users. The model is showing some discrimination
between high and all other users.

The ability of the model to improve prediction of high
use of hospital care can be further understood by examining
the probability of correct prediction and predictive accuracy
at selected thresholds for the predicted probabilities. Without
the model, a simple classification scheme with good predictive
power would assign all users to the low or intermediate
use group, and since only 15.0 percent of the population
were high users, the simple classification scheme would cor-
rectly predict low or intermediate use for 85.0 percent of
the users. It is of interest, therefore, to examine whether
the model can improve the ability to predict correctly the
status of users beyond that achieved by the simple classifica-
tion scheme.

Table G presents the probability of correct classification
for high, low or intermediate, and all users at deciles of
the predicted probabilities for each user. For example, suppose
the scheme is to classify all persons with predicted probabilities
greater than 0.1 as high users and all others as low or
intermediate users. Among high users, the 0.1 threshold would
predict correctly 84.9 percent of the time, whereas for low
or intermediate users the probability of a correct prediction
is 63.5 percent. The probability of a correct prediction with
the 0.1 threshold is 0.667 for all users. As noted previously,
the probability of a correct prediction for high users is also
the sensitivity of the 0.1 threshold test procedure, and the

Table G

Probabd@ of mrrect predction by decifes of predicted
probabiiiis for high users, low and intermediate users,

and all users of hospital care:
United Ststes, 1980

Probability of correct prediction

Low and
Threshold of intermediate

predicted probability High users users All users

1.000

0.849
0.652
0.495
0.364
0.265
0.169
0.069
0.037
0.020
0.000

0.000
0.635
0.614
0.896

0.946
0.975
0.967
0.996
0.999
1.000
1.000

0.150
0.667
0.769
0.636
0.659
0.666
0.864
0.860
0.655
0.653
0.650

probability of a correct prediction for the low or intermediate
users is the specificity of the test.

Table H

Predictive accuracy of alternative thresholds for predicting
hqh use and low and intermediate use of hospital care:

United States, 1980

Predictive accuracy

Low and
Threshold of intermediate

predicted probability High use use

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.6
0.9
1.0
—

. . . . . . . . . . . . . . . . . . . . . . . 0.150 . . .

. . . . . . . . . . . . . . . . . . . . . . . 0.291 0.960

. . . . . . . . . . . . . . . . . . . . . . . 0.362 0.930

. . . . . . . . . . . . . . . . . . . . . . . 0.457 0.909

. . . . . . . . . . . . . . . . . . . . . . . 0.546 0.894

. . . . . . . . . . . . . . . . . . . . . . . 0.650 0.682

. . . . . . . . . . . . . . . . . . . . . . . 0.703 0.871

. . . . . . . . . . . . . . . . . . . . . . . 0.807 0.861

. . . . . . . . . . . . . . . . . . . . . . . 0.666 0.654

. . . . . . . . . . . . . . . . . . . . . . . 1.000 0.652

. . . . . . . . . . . . . . . . . . . . . . . . . . 0.850

As the threshold increases, the probability of a correct
prediction for high users decreases and that for low or inter-
mediate users increases. For all users, the probability increases
to 86.8 percent at a 0.5 threshold and declines to 85.0
percent at higher thresholds. Thus, a threshold of approxi-
mately 0.5 will yield the highest probability of a correct
prediction for all users, but this probability is dominated
by the large number of low or intermediate users relative
to the high users. The model for high use predicts high
use somewhat better than the model for any use discussed
previously.

It is also important to examine the accuracy of the model
for predicting high use or low or intermediate use. Table H
presents the probability at a given threshold that a user classi-
fied by the model as a high or low or intermediate user
is actually a high or low or intermediate user. For example,
for the threshold of 0.5, 65 percent of those classified as
high users under the model are actually high users. Similarly,
88.2 percent of those classified as low or intermediate users
at the 0.5 threshold are actually low or intermediate users.
As before, the lowest predictive accuracy for high users occurs
when every user is classified as a high user (i. e., a threshold
of 0.0). For low or intermediate users, the lowest predictive
accuracy occurs when all users are classified as low or inter-
mediate users (i.e., a threshold of 1.0).

The results in Tables G and H are improved over those
in Tables C and D since the sensitivity of the test procedures
at the various thresholds is improved, and the specificity of
the test procedures at the various thresholds is improved,
and the specificity remains high for most thresholds. But
the sensitivity of the various tests remains low and indicates
that improved fit of the model is desirable.

As with the first model, a separate model was also
constructed that includes the functional limitations varitibles,
and therefore excludes anyone who died or was under 17
years of age.
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The logistic regression model with functional limitation as a predictor. One possible source of this changed relationship
added to the model (not shown here) again shows that may be attributable simply to the dropping of those who
functional limitation is significantly and positively related to are under 17 years of age and those who died. But this
high use. But the health status and age variables are no longer finding also suggests that in this population functional limita-
significant in the model with functional limitation present tion is correlated with age and with perceived health status.
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Discussion

The analyses in this report once again emphasize the
importance of high users of medical care services. A small
percent of the users who are high users of a medical service
tend to account for a large percent of all such services
consumed, for all three medical care services examined. This
is most striking for hospital inpatient care. High users of
hospital days constituted only 15 percent of those hospitalized
and only 1.7 percent of the U.S. civilian noninstitutionalized
population, yet they consumed 54 percent of all hospital
days and generated 45 percent of all hospital inpatient charges
in this population.

High users of each of the three types of medical services
shark certain characteristics. The univariate analyses show
that high users are more likely than low users to be older
and poorer, to have lower health status, to have more reported
conditions, and to have functional limitations. They are also
more likely to have multiple public coverage. This is
exemplified by finding that individuals under 65 years of
age who are covered by two or more pJIb]ic programs are
found to be among high users of hospital care 4.4 times
as frequently as they are in the civilian noninstitutionalized
population. When all of the variables that appear to be related
to high hospital use in univariate analyses are entered simul-
taneously in a multivariable regression model, significant
association is found with respect to only three of the factors:
Age, sex, and need as measured by reported health status
and the presence of anyone of five diagnoses.

Although regression analysis does not address causality
and hence does not, in and of itself, permit dkcussion of
the directionality of observed effects, when considered in
the context of univariate analyses and the previous literature,
the results are not only meaningful and clear but warrant
some strong conclusions. These results show that the likeli-
hood of being a high user of hospital inpatient services
is increased not by the comprehensiveness of health care
coverage but by need for health care, measured both by
perceived health status and by the presence of disabling
or life-threatening conditions. When individuals covered by
Medicaid, two or more public programs, and by a combination
of private and public sources are considered, they are found
to have an increased probability of being hospitalized at
all, However, when the probability of being’ a high hospital
user is investigated, the coverage variables become less impor-
tant, and in fact fail to attain statistical significance, and
need-related factors dominate. Thus it is reasonable to suggest
that those who are sicker are more likely to be eligible

for Medicaid and are more likely to be covered by two
or more public programs. Hence, it is because they are
sicker and not because of their coverage that they are more
likely to be hospitalized and, once hospitalized, to be high
users of hospital inpatient services.

The findings with respect to health status and each of
five diagnostic conditions (neoplasms, cardiovascular dis-
eases, respiratory diseases, musculoskeletal diseases and in-
juries and poisonings) are unambiguous. Poor health status
and the presence of any of these five conditions at least
doubles the probability that a person will be a high user
of hospital inpatient services.

The age effect found might well be an artifact resulting
from the way in which the categorical age variables were
created. The lower probability of being a higher user of
hospital days, once hospitalized, for women may be attributa-
ble to the fact that women, particularly in the age range
of 17-44 years, are more likely to be hospitalized at ail,
principally for deliveries. Hence, they constitute a larger
percent of the hospitalized population.

The univariate analysis reinforces the dominant role of
health status. Although the health status of only 12.9 percent
of the civilian noninstitutionalized population as a whole,
and only 11.0 percent of those who did not have a hospital
inpatient episode in 1980, was reported to be fair or poor,
52.6 percent of those who were high users of hospital days
had their health status rated as either fair or poor at the
beginning of the survey year. Further, 57.7 percent of high
users of hospital inpatient services reported having 6 or more
separate medical conditions, compared with 15.2 percent for
the entire civilian noninstitutionalized population, and 21.9
percent of those who were hospitalized for only 1 or 2 days
during 1980. The findings regarding the relationship between
level of disability and high use of hospital inpatient services
reinforces this line of reasoning.

In the civilian noninstitutionalized population eligible for
the survey for the full year, 82.4 percent had no or minimal
fictional limitation, and, as one might expect, only 0.6
percent of these persons were high users of hospital inpatient
services. At the other end of the disability scale, only 2.1
percent of the reference population had very severe functional
limitation (Levels 7 and 8), but 20.2 percent of these persons
were high users of hospital days, constituting 21.2 percent
of all high users of hospital days. That is, they were found
among high hospital users almost 10 times more frequently
than in the civilian noninstitutionalized population. Further,
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the 0.4 percent of the referencepopulation who died during
the year comprised 12 percent of all high users of hospital
days. It might also be noted that of those with no limitation,
only 0.5 percent were high hospital users-a percent that
increased to 22,5 for those most severely limited (Level
8) andto 54,2 percentof thosewhodiedduringtheyear.

The evidence is persuasive that high hospital inpatient
careuse is associatedwith severeillness, functionallimitation,
anddeath.

The patternsof use by use level, as well as the differences
between the characteristicsof persons who are low versus
high users of prescribed medications replicates those found
forhospitalinpatientservices.

With respect to ambulatorycare, the patterns are some- ,
what different. High users of ambulatory services are more
similar to low users and to nonusers than is the case for
hospital days and prescribed medicines with respect to age,
family income, educationof head of family, perceivedhealth
status, and activity limitations, These differences suggest
that related, but different, dynamics result in high use for
different categories of service, This is confirmed by the
finding that only one-third of high users of hospital days
were also high users of ambulatory care, while two-thirds
of high users of ambulatoryvisits used no inpatient hospital
carewhatever,and only 12percentwerehigh users of hospital
days, An important implication of these distinctions is that
any gains in reducing high use in one category of service
will not necessarily result in comparable gains in another
category,and thereforeachievingsuchreductionsmay require
adopting, for each service category, approachesthat are tai-
lo~d to the distinctive characteristicsof the category’shigh
users.

On the other hand, nonusers and low users were found
to have many similar characteristics, including the key ones
of perceivedhealth statusandfunctionallimitation.For exam-
ple, with respect to ambulatorycare, 7.4 percent of nonusers
and 6.5 percent of low users had their health status reported
as fair or poor. Among persons for whom data on functional
limitationare available,the civiliannoninstitutionalizedpopu-
lation 17 years of age or over who survived the year, 88.5
of the nonusers and 88.1 percent of the low users had no
reportedfunctionallimitation.

When nonuse and low use of hospital inpatient services
by insurancestatus is considereda differenceemergesamong
personsunder 65 yearsof agewho hadno healthcarecoverage
of any kind during the entire year. These persons are found

much more frequently in the nonuser group (9.2 percent)
than in the low hospital use category (3.8 percent), In fact,
the proportion of persons who were not hospitalized during
the year is the highest in thk group of persons without
any health care coverage, 95 percent, as is the proportion
who were hospitalizedfor only one or two days, 1.0 percent,
This might well indicate that the lack of health care coverage
posesabarrierto theuse of inpatienthospitalservices. ‘

It is worthwhile noting, however, that family income
does not differentiate between persons who are nonusers
and low users of hospital inpatient services, When arrayed
by relative poverty status, between 2,1 percent (200-499
percent of poverty level) and 2,9 percent (below200 percent
poverty level) of persons under 65 years of age are low
users of hospital days. At the same relative poverty levels,
89,5 percent and 86,1 percent of persons did not have a
hospitalizationepisode during the year. In fact, the percent
of persons with no hospitalization is effectively the same
“(between89,4 and 90.6 percent)at all adjustedincomelevels
above200percentof thepovertylevel.

The findingson the characteristicsofhigh usersof medical
care services are sobering. They indicate that 54.3 percent
of hospital days, 32.3 percent of ambulatoryvisits, and 32,9
percent of prescribed medicationswere consumedby a very
small percentof the U.S. civiliannoninstitutionalizedpopula-
tion, They also indicate that these high users of medical
care services are predominantly sick, functionally limited
in their activities, or dying. High use of services, and espe-
cially of hospital days, which are the most expensivecompo-
nent of medical care, does not appear to be associatedwith
healthcarecoverage.Althoughthe &ta usedfor theseanalyses
did not permit the exploration of the potential effects on
level of use of medicalresourceavailabilitiesand institutional
structures,suchas the effectsof HealthMaintenanceOrganiza-
tions, the results indicate that standard cost containmentap-
proaches, such as increased patient cost sharing, are not
likely to have significant impacts on that large percent of
expendituresgeneratedby the smallpercentof highusers.

These findings indicate that high levels of use result
from serious illness, severe disability, and death. If this
is true, long-rangeefforts to containcosts will have to attempt
to reduce the incidence of the conditions that lead to high
use of medicalcare resources. Alternativemeansof treatment
and new organizationalstructureswill have to be considered
in order to reduce the costs of management of conditions
that cannotbe prevented.
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Table 1

Numbers and percent distributions and means for service units used and charges
for service, by type of scwke and level of USC: United States, 1980

Percent
distxihut ion Service unit, nswl Charges for service

Population JUnmlmr Amount Mean per
in in Percent Per in Percent, Per unit of

Type Ofservice and leveJ of use thousands A1i prrsons lkcrs thousands ciistrihutirm capifm millions dist.ribuf,ion capil,n SWYvico

Hospital days

‘J%tal . . . . ., .,.... . . . . . . . . . . . . . . . . . . .

Level of use
o . . . . . . . . . ., . . . . . . . . . . . . . . . . . . . . . . . . . . .
Low. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Intermediate . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
High ...,.... . . . . . . . . . . . . . . . . . . . . . . . . . . .

Ambulatory care visits

TotaJ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Level of use
o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Low . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Intermediate . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
High . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Prescribed medicine acquisitions

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,

Level of use
o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Low . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Intermediaf)e . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Hkh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

222,ti24 100.0 If-ho

...
2(L5
64.5
15.0

100JJ

...
21.5
72.8

5.7

If-m.o

...
21.9
72.2
5.9

27 f,447

,..
0,120

I 14,77tJ
147,557

1,150,642

...
38,665

740,724
37 J,253

1,026,767

...
30,954

658,061

t00.0

...
3.4

42,3
54.3

100.0

...
3.3

04.4
32.3

I()(J.(.J

...
3.(J

84.1

1.2 $87,138 100.0

1.2
il.o

47.6
45.2

1O(J.O

...
3.(J

67.7
28.7

100.0

...

6!:;

$3$)1

...
1,002
2,519

10,257

1(J8

...
35

198
1,074

35

...
7

49

$321

11,057
5,251

41,473
39,357

197,283
5,242

tG,462
3,837

88.5
2.4
7.4
1,7

...

M
38.5

...
576
3rJ1
267

222,824 100.0 5.2 37,MM 33

46,716
37,92J

128,163
10,024

21.0
17.0
57.5
4.5

i ,3~;
25,394
10,766

...
35
34
Ztl

...

;::
37.0

222,824 4.6 7,831

83,814
30,492

100,345
8.J73

37 xi
13.7
45.0

3.7

...
1.0
f3.fJ

...
204

4,947

...
7
8
8,. 337,75!2 32.9 41,3 2,(380 34.2 328

lRepresent,s clmrges for pmsons who we~e counted as having at Irmst t hm+pitnl stay but nevrw were in the hospita) overnight.



Table 2

Numbers and percent distributions of persons by race, sex, and age,
according to level of hospital use: United States, 1980

Level of hospital use

Race, sex, and age Total a Low Intermediate High

Race

All races . . . . . . . . . . . . . . . . .
Black. . . . . . . . . . . . . . . . . . . . . . . . .
White and other . . . . . . . . . . . . . . . .

Sex and age

Both sexes, all ages . . . . . . . .
tinder 17 years . . . . . . . . . . . . . . . . .
17-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . .
35-44 years . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-’i4 years . . . . . . . . . . . . . . . . . . . .
75 years And over, . . . . . . . . . . . . . .

Male, all ages . . . . . . . . . . . . . . .
Under 17 years . . . . . . . . . . . . . . . . .
17-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . .
35-44 years . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . .
75 years andover ... ..,.. . . . . . . .

Female, all eges . . . . . . . . . . . . .
Under 17 years . . . . . . . . . . . . . . . . .
17-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . .
35-44 years, . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years.....,.....,,. . . . . . .
65-74 years . ., . .,, . . . . . . . . . . . . .
75 years Andover ...,... . . . . . . . .

222,824
26,046

196.779

222,824
61.575
32,886
35,827
25,489
22,443
21,135
15,165

8,305

107,481
31;585
15,752
17;506
12,318
10,859
9,970
6,486
3,006

115,344
29,990
17,134
18,321
13,171
11.584
11;165

8,679
5,299

Number in thousands

197,283 5,242
22,952 599

174,330 4,644

197,283
57,050
29,031
31,493
23,093
19,797
18,404
12,190

6,224

96,929
29,0!31
14,647
16,288
11,319

9,697
8,618
5,012
2,257

100,354
27.959
14,384
15,205
11;773
10,101

9.786
7:178
3,968

5,242
1.6S1

993
970
476
408
286
240
189

2,185
913
2.95
245
249
154
1s3
103

93

3,058
768
698
724
227
255
153

16,462
1,978

14,484

l@,462
2;713
2.647
2;991
1,531
1,737
1,797
1,927
1,119

6,404
1.521

688
761
579
711
834
987
323

10,058
1,192
1,959
2,230

952
1,026

964
940
796

S.837
“516

3,321

3,837
131
215
373
389
500
648
808
773

1,963
60

123
211
170
297
386
383
333

1,874
71
92

162
213
203
262
424
440



Table2 - continued

Numbers and percent distributions of persons by race, sex, and age,
according to level of hospital use: United States, 1980

Level of hospital use

Race, sex, and age Total o Low Intermediate High

Race

All races . . . . . . . . . . . . . . . . .
Black. . . . . . . . . . . . . . . . . . . . . . . . . .
White and other . . . . . . . . . . . . . . . .

Sex and age

Both sexes, all ages . . . . . . . .
Under 17 years . . . . . . . . . . . . . . . . .
ii-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . .
35-44 years . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . .
75 years Andover . . . . . . . . . . . . . . .

Male, all ages . . . . . . . . . . . . . . .
Under 17 years . . . . . . . . . . . . . . . . .
17-24 years, . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . .
35-44 years . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . .
75 years And over . . . . . . . . . . . . . . .

Female, all eges . . . . . . . . . . . . .
Under 17 years . . . . . . . . . . . . . . . . .
17-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . .
35-44 years . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . .
75 years and over . . . . . . . . . . . . . . .

100.0
11.7
88.3

100.0
27.6
14.8
16.1
11.4
10.1
9.5
6.8
3.7

100.0
29.4
14.7
16.3
11.5
10.1
9.3
6.0
2.8

100.0
26.0
14.9
15.9
11.4
10.0
9.7
7.5
4.6

100.0
11.6
88.4

100.0
28.9
14.7

. 16.0
11.7
10.0
9.3
6.2
3.2

100.0
30.0
15.1
16.8
11.7
10.0
8.9
5.2
2.s

100.0
27.9
14.3
15.1
11.7
10.1
9.8
7.2
4.0

Percent distribution

100.0
11.4
88.6

100.0
32.1
18.9
18.5
9.1
7.8
5.5
4.6
3.6

100.0
41.8
13.5
11.2
11.4
7.0
6.1
4.7
4.3

100.0
25.1
22.8
23.7

7.4
8.3
5.0
4.5
3.2

100.0
12.0
88.0

100.0
16.5
16.1
18.2
9.3

10.6
10.9
11.7
6.8

100.0
23.8
10.7
11.9
9.0

11.1
13.0
15,4
5.1

100.0
11.9
19.5
22.2

9.5
10.2
9.6
9.3
‘i.9

100.0
13.5
86.5

100.0
3.4
5.6
9.7

10.1
13.0
16.9
21.1
20.1

100.0

:::
10.8
8.7

15.1
19.6
19.5
1’7.0

100.0
3.8
4.9
8.6

11.7
10.8
14.0
22.6
23.5

39



Table 3

Numbers and percent distributions of persons by race, sex, and age,
according to level of ambulatory care use: United States, 1980

Level of ambulatory care use

Race, sex, and age Total o Low Intermediate High

Race

All races . . . . . . . . . . . . . . . . .
Black . . . . . . . . . . . . . . . . . . . . . . . . .
Whit.e and other . . . . . . . . . . . . . . . .

. Sex and age

Both sexes, all ages . . . . , . . .
Under 17 years . . . . . . . . . . . . . . . . .
li’-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years...,,..........,,. . .
35-44 years . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . .
75 years Andover . . . . . . . . . . . . . . .

Male, all ages . . . . . . . . . . . . . . .
Under 17 years........,,. . . . . . .
17-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . .
35-44 years . . . . . . . . . . . ..c. . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . .
75 years andover . . . . . . . . . . . . . . .

Female, all ages ., ., ...,..,. .
Under 17 years . . . . . . . . . . . . . . . . .
17-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . .,..
35-44 years . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . .
75 years And over.... . . . . . . . . . . .

222,824
26,046

196,779

222,824
61,575
32,886
35,827
25,489
22,443
21,135
15,165
8,305

107;481
31,585
15,752
17,506
12,318
10,859

9,970
6,486
3,006

115,344
29,990
17,134
18,321
13,171
11,584
11,165
8,679
5,299

46,716
7,120

39,596

46,716
12,741

7,220
7,954
6,329
5,342
3,573
2,514
1,042

27,573
6,435
4,777
5,520
3,971
3,127
1,967
1,277

499

19,143
6,305
2,443
2,434
2,359
2,215
1,607
1,238

543

Number in thousands

37,921
4,852

33,069

37,921
12,504

6,418
6,373
4,377
3,326
2,781
1,466

676

19,710
6,459
3,625
3,555
2,048
1.730
1,354

647
292

18,211
6,045
2,794
2,818
2,329
1,596
1,427

819
383

128,163
13,196

114,968

128,163
34,911
18,281
20,038
13,325
12,521
13,543
9,819
5,725

56,431
17,921

7,009
7,888
5,809
5,513
6,268
4,009
2,014

71,732
16,989
11,272
12,149

7,516
7,009
7,275
5,809
3$712

10,024
878

9,146

10,024
1,420

967
1,463
1,458
1,253
1,237
1,365

862

3,766
769
342
543
490
489
381
552
201

6.258
651
625
920
967
765
857
813
661



Table3 - continued

Numbers and percent distributions of persons by race, sex, and age,
according to level of ambulatory care use United States, 1980

Level of ambulatory care use

Race, sex, and age Total o Low Intermediate High

Race

All races . . . . . . . . . . . . . . . . . 100.0 100.0
Black . . . . . . . . . . . . . . . . . . . . . . . . . 11.7 15.2
White and other . . . . . . . . . . . . . . . . 88.3 84.8

Sex and age

Both sexes, all ages . . . . . . . .
Under 17 years . . . . . . . . . . . . . . . . .
17-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . .
3&44y ears . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . .
75 years and over . . . . . . . . . . . . . . .

Male, all ages . . . . . . . . . . . . . . .
Under 17 years . . . . . . . . . . . . . . . . .
17-24 years . . . . . . . . . . . . . . . . . . . .
2ti-34 years . . . . . . . . . . . . . . . . . . . .
35-44 years . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years..........,.,.. . . . . .
75 years andover . . . . . . . . . . . . . . .

Female, all eges . . . . . . . . . . . . .
Under l? years . . . . . . . . . . . . . . . . .
17-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years..........,.. . . . . . . .
35-44 years . . . . . ...6.... . . ...”..
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years....,......,.. . . . . . .
75 years andover ., .,.... . . . . . . .

100.0
27-G
14.8
16.1
11.4
10.1
9.5
6.8
3.7

100.0
29.4
14.7
16.3
11.5
10.1
9.3
6.0
2.8

100.0
26.0
14.9
15.9
11.4
10.0
9.7
‘7.5
4.6

100.0
27.3
15.5
17.0
13.5
11.4
7.6
5.4
2.2

100.0
23.3
17.3
20.0
14.4
11.4
7.1
4.6
L8

100.0
32.9
12.8
12.7
12.3
11.6

::;
2.8

Percent distribution

100.0
12.8
87.2

100.0
33.0
16.9
16.8
11.5
8.8
7.3
3.9
1.8

100.0
32.8
18.4
18.0
10.4
8.8
6.9
3.3
1.5

100,0
33.2
15.3
15.5
12.8
8.8
7.8
4.5
2.1

100.0
10.3
89.7

100.0
27.2
14.3
15.6
10.4
9.8

10.6
7.7
4.5

100.0
31.8
12.4
14.0
10.3
9.8

11.1
7.1
3,5

100.0
23.7
15.7
16.9
10.5
9.8

10.1
8.,1
5.2

100.0

9:::

100.0
14.2
9.6

14.6
14.5
12.5
12.3
13.6
8.6

100.0
20.4

9.1
14.4
13.0
13.0
10.1
14.7
5.3

100.0
10.4
10.0
14.7
15.5
12.2
13.7
13.0
10.6

41



Table 4

Numbers and percent distributions of persons by race, sex, and age,
according to level of prescribed medicine use: United States, 1980

Level of prescribed medicine use

Race, sex, and age Total 0, Low Intermediate High

Race

All races ., ., .,, .,, ,, .,.,.
Black . . . . . . . . . . . . . . . . . . . . . . . . .
White and other . . . . . . . . . . . . . . . .

Sex and age

Both sexes, all ages . . . . . . . .
Under 17 years . . . . . . . . . . . . . . . . .
17-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years, ., .,, .,, ..,..,, .,. .
35-44 years .. q . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-i’4 years . . . . . . . . . . . . . . . . . . . .
75 years Andover,..,.,.. . . . . . . .

Male, all ages . . . . . . . . . . . . . .,
Uncler17 years..,...,.,,. . . . . . .
li’-24 years.......,.. . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . .
35-44 years . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-(34 years .,, , ., .,....,, ,,...,
65-74 years ., . . . . . . . . . . . . . . . . . .
75 years andover ..,.,... . . . . . . .

Female, all ages,.,..,.,.,.. ,
Under 17 years . . . . . . . . . . . . . . . . .
17-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . .
35-44 years . . . . . . . . . . . . . . . . . . . .
45-54 years, . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . .
75 years And over . . . . . . . . . . . . . . .

222,824
26,046

196,779

222,824
61,575
32,886
35,827
25,489
22,443
21,135
15,165
8,305

107,481
31,585
15,752
17,506
12,318
10,859
9,970
6,486
3,006

115,344
29,990
17,134
18,321
13,171
11,584
11,165

8,679
5,299

Number in thousands

83,814 30,492
12,172 3.726
71,642 26,766

83,814
27,241
13;568
13,747
10,158

8,336
5,871
3,596
1,296

47,729
14,056

8,469
8,841
5.780
4;832
3.276
1;888

586

36,086
13,185
5,100
4,906
4,378
3,504
2,595
1,708

710

30,492
10,635
5,469
5,458
3,526
2,168
1,864

983
388

15,648
5,309
2,712
2;751
1.937
1,204
1.070

“532
133

14,844
5,326
2,756
2,707
1,589

964
795
451
256

100,345
9,373

90,972

100,345
23,518
13.822
16,246
11,235
10,607
11,325
8,584
5,008

41,131
12,105

4.545
5,745
4,43’8
4,289
4,918
3,373
1,718

59,214
11,413

9,278
10,502

6,797
6,318
6;406
5,211
3.290

8,173
774

7,399

8,173
182

3%
569

1,332
2,075
2,001
1,612

2,973
115
26

169
162
534
706
6!32
569

5,200
66

206
407
798

1,369
1,309
1,043



Table4 - continued

Numbers and percent distributions of persons by race, sew and age,
according to level of prescribed medicine use: United States, 1980

Level of prescribed medicine use

Race, sex, and age Total o Low Intermediate High

Race Percent distribution

All races.....,.,,,..,,,..
Black . . . . . . . . . . . . . . . . . . . . . . . . .
White and other . . . . . . . . . . . . . . . .

100.0
11.7
88.3

100.0
14.5
85.5

100.0
12.2
87.8

100.0
9.3
90.7

100.0
9.5
90.5

Sex and age

Both sexes, all ages ,., .,...
Under 17years . . . . . . . . . . . . . . . . .
17-24years . . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . .
35-44 years . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . .
75years and over . . . . . . . . . . . . . . .

100.0
27.6
14.8
16.1
11.4
10.1
;.:

3:7

100.0
29.4
14.7
16.3
11.5
10.1
9.3

:::

100.0
26.0
14.9
15.9
11.4
10.0
9.7
7.5
4.6

100.0
32.5
16.2
16.4

100.0
34.9
17.9
17.9

100.0
23.4
13.8
16.2
11.2
10.6
11.3

M

100.0
2.2
0.3
4.6
7.0
16.3
25.4
24.5
19.8

12.1
9.9

11.6
7.1

7.0
4.3
1.5

00.0

6.1

Male, all ages . . . . . . . . . . . . . . .
Under 17years . . . . . . . . . . . . . . . . .
1’i-24 years . . . . . . . . . . . . . . . . . . . .
25-34 years . . . . . . . . . . . . . . . . . . . .
&5-44yeads . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . .
75 years andover . . . . . . . . . . . . . . .

100.0
33.9

100.0
29.4
11.0
14.0
10.8
10.4
12.0
8.2
4.2

100.0
3.9
0!9
5.7
5.4
18.0
23.7
23.3
19.1

29.4
17.7 17.3

17.618.5
12.1
10.1
6.9
4.0
1.2

100,0
36.5
14.1
13.6

12.4
7.7

Femele, all eges . . . . . . . . . . . . .
Under 17 years . . . . . . . . . . . . . . . . .
17-24 years . . . . . . . . . . . . . . . . . . . .
25-34 year n. . . . . . . . . . . . . . . . . . .
35-44 years . . . . . . . . . . . . . . . . . . . .
45-54 years . . . . . . . . . . . . . . . . . . . .
55-64 years . . . . . . . . . . . . . . . . . . . .
65-74 years . . . . . . . . . . . . . . . . . . . .
75 years andover . . . . . . . . . . . . . . .

100.0
35.9
18.6
18.2
10.7
6.5
5.4
3.0
1.8

100.0
19.3
15.7
17.7
11.5
10.7
10.8
8.8
5.6

100.0
1.3

4.0
7,8
15.3
26.3
25.2
20.0

12.1
9.7
7.2
4.7
2.0

43



Table 5

Numbers and percent distributions of persons by family income, poverty status, and
education of head of family, according to level of hospital use: United States, 1980

Level of hospital use
Family income, poverty status,
and education of head of family Total o Low Intermediate High

Family income

Less than $5,000 . . . . . . . . . . . . . . . . . .
$5.000-14,999 ., . . . 4. . . . . . . . . . . . . .
$15,000-34,999 . . . . . . . . . . . . ...1...
$35,0000 r more . . . . . . . . . . . . . . . . . . .

Poverty status

Below 200 percent of poverty level . . . .
200-499 percent of poverty level . . . . . .
500-699 percent. of poverty level . . . . . .
700 percent of poverty level or more . . .

Education of head of family 1

None or some elementary , . . . . . . . . . .
Some high school............,.. . . .
High school graduate . . . . . . . . . . . . . . .
Some college . . . . . . . . . . . . . . . . . . . . . .
College graduate . . . . . . . . . . . . . . . . . .

Family income

Total . . . . . . . . . . . . . . . . . . . . . . .
Less than 85,000 . . . . . . . . . . . . . . . . . .
$5,000-14,999 . . . . . . . . . . . . . . . . . . . .
$15,000-34! 999 . . . . . . . . . . . . . . . . . . .
$35,0000 r more . . . . . . . . . . . . . . . . . . .

Poverty status

Total . . . . . . . . . . . . . . . . . . . . . . .
Below 200percent ofpoverty level . . . .
200-499 percent ofpoverty level . . . . . .
500-699 percent ofpoverty level . . . . . .
700 percent ofpoverty level or more . . .

Education of head of familyl

Total . . . . . . . . . . . . . . . . . . . . . . .
None orsome elementary . . . . . . . . . . .
Some high school.....,..,.. . . . . . . .
High school graduate.....,.. . . . . . . .
Some college . . . . . . . . . . . . . . . . . . . . . .
Collegegraduate . . . . . . . . . . . . . . . . . .

Number in thousands

16,225 13,165 (364
58,157 50,116 1,471

103,400 92,908 2,123
45,043 41,094 985

70,023 60,257 2,021
115,466 103,352 2,371
23,872 21,634 549
13,464 12,040 302

36,837
35,152
78,063
34,849
37,784

100.0
7.3

26.1
46.4
20.2

31,568
30,745
6S),472
31,303
34,056

100.0
6.7

25.4
47.1
20.8

747
813

1,944
726

1,012

Percent distribution

100.0
12.7
28.1
40.5
18.8

100.0 100.0 100.0
31.4 30.5 38.5
51.8 52.4 45.2
10.7 11.0 10.5
6.0 6.1 5.8

100.0 100.0 100,0
16.5 16.0 14.3
15.8 15.6 15.5
35.0 35.2 37,1
15.6 15.9 13.9
17.0 17.3 19.3

1,704
5,101
7,219
2,438

5,047
8,179
1,445

891

3,443
2,787
5,581
2,307
2,345

100.0
10.4
31.0
43.9
14.8

100,0
36,1
49,7

8.8
5.4

100.0
20.9
16.9
33.9
14,0
14.2

693
1,470
1,149

526

1,798
1,564

243
232

1,078
808

1,067
513
371

100.0
18,1
38.3
29.9
13.7

100.0
46,9
40,8

6.3
6.0

100.0
28.1
21.1
27.8
13.4
9.7

lIncludes onlv families with heads 17 years ofage and over..
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Table 6

Numbers and percent dktributions of persons by family income, pove@y status, and education
of head of family, according to level of ambulatory care ustx United States, 1980

Level of ambulatory care use
Family income, poverty status,
and education of head of family Total o Low Intermediate High

Family income

Less than $5,oOO . . . . . . . . . . . . . . . . . .
$5,000-14,99!3....................
$15,000-34,999..................,
$35,000or more . . . . . . . . . . . . . . . . . . .

Poverty status

Below 200 percent of poverty level . . . .
200-499 percent of poverty level . . . . . .
500-699 percent of poverty level . . . . . .
700 percent of poverty level or more ., .

Education of head of farnilyl

None or some elementary . . . . . . . . . . .
Some highschool . . . . . . . . . . . . . . . . . .
High school graduate . . . . . . . . . . . . . . .
Some college . . . . . . . . . . . . . . . . . . . . . .
College graduate . . . . . . . . . . . . . . . . . .

Family income

Total . . . . . . . . . . . . . . . . . . . . . . .
Lees than $5,oOO . . . . . . . . . . . . . . . . . .
$5,000-14,999 . . . . . . . . . . . . . . . . . . . .
$15,000-34,999 . . . . . . . . . . . . . . . . . . .
$35,000 or more . . . . . . . . . . . . . ... . . . .

Poverty status

Total . . . . . . . . . . . . . . . . . . . . . . .
Below 200 percent of poverty level . . . .
200-499 percent of poverty level . . . . . .
500-699 percent of poverty level . . . . . .
700 percent of poverty level or more . . .

Education of head of famil yl

Total . . . . . . . . . . . . . . . . . . . . . . .
None or some elementary . . . . . . . . . . .
Some high Echool . . . . . . . . . . . . . . . . . .
High school graduate . . . . . . . . . . . . . . .
Some college . . . . . . . . . . . . . . . . . . . . . .
College graduate . . . . . . . . . . . . . . . . . .

16,225
58,157

103,400
45,043

70,023
115,466
23,872
13,464

36,837
35,152
78i063
34,849
37,784

100.0
7.3

26.1
46.4
20.2

100.0
31.4
51.8
10.7
6.0

100.0
16.5
15.8
35.0
15.6
17.0

2,858
12,786
21,719

9,353

16,293
23,526

4,654
2,243

9,510
8,820

15,452
6,650
6,257

100.0
6.1

27.4
46.5
20.0

100.0
34.9
50.4
10.0
4.8

100.0
20.4
18.9
33.1
14.2
13.4

Number in thousands

1,984
9,640
18,472
7,826

11,448
20,517
3,824
2,133

5,442
5,990

14,335
5,536
6,577

Percent distribution

100.0

2:::
48.7
20.6

100.0
30.2
54.1
10.1
5.6

100.0
14.4
15.8
37.8
14.6
17.3

10,254
32,795
59,319
25,795

38,947
66.902
14;161
8,153

20,086
19,181
44,882
20,953
22,989

100.0
8.0

25.6
46.3
20.1

100.0
30.4
52.2
11.0
6.4

100.0
15.7
15.0
35.0
16.3
17.9

1,130
2,936
3,890
2,069

3,336
4,520
1,233

935

1,799
1,160
3,394
1,710
1,961

100.0
11.3
29.3
38.8
20.6

100.0
33.3
45.1
12.3
9.3

100.0
17.9
11.6
33.9
17.1
19.6

lIncludes families with heads 17 years of age and over.
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Table 7

Numbers and percent distributions of persons by family income, poverty status, and education of
head of family according to level of prescribed medicine use: United States, 1980

Level of prescribed medicine use
Family income, poverty status,
and education of head of family Total o Low Intermediate High

Family income

Less than $5,000 . . . . . . . . . . . . . . . . . .
$5,000-14,999 . . . . . . . . . . . . . . . . . . . .
$15,000-34,999 . . . . . . . . . . . . . . . . . . .
$35,0000 r more . . . . . . . . . . . . . . . . . . .

Poverty status

Below 200 percent of poverty level , . . .
200-499 percent of poverty level . . . . . .
500-699 percent of poverty level . . . . . .
700 percent of poverty level or more . . .

Education of head of family 1

None or some elementary . . . . ., . . . . .
Some high school . . . . . . . . . . . . . . . . . .
High school graduate . . . . . . . . . . . . . . .
Some college . . . . . . . . . . . . . . . . . . . . . .
College graduate . . . . . . . . . . . . . . . . . .

Family income

Total . . . . . . . . . . . . . . . . . . . . . . .
Less than $5,000 . . . . . . . . . . . . . . . . . .
$5,000-14,999 . . . . . . . . . . . . . . . . . . . .
$15,000-34,999 . . . . . . . . . . . . . . . . . . .
$35,0000 r more . . . . . . . . . . . . . . . . . . .

Poverty status

Total . . . . . . . . . . . . . . . . . . . . . . .
Below 200percent ofpoverty level . . . .
200-499 percent ofpoverty level . . . . . .
500-699 percent ofpoverty level . . . . . .
700percent of poverty level or more ., .

Education of head of familyl

Total . . . . . . . . . . . . . . . . . . . . . . .
None or some elementary . . . . . . . . . . .
Some high school . . . . . . . . . . . . . . . . . .
High school graduate . . . . . . . . . . . . . . .
Some college . . . . . . . . . . . . . . . . . . . . . .
College graduate . . . . . . . . . . . . . . . . . .

16,225
58,157

103,400
45,043

70,023
115,466

23,872
13,464

36,837
35,152
78,063
34,849
37,784

100.0
7. 3

26.1
46.4
20.2

100.0
31.4
51.8
10,7

6.0

100.0
16.5
15.8
35.0
15.6
17.0

4,805
21,331
40,108
17,571

27,534
43,448

8,344
4,488

14,126
14,174
29,602
12,265
13,576

100.0
5.7

25.5
47.9
21.0

100,0
32.9
51.8
10.0

5.4

100.0
16.9
16.9
35.3
14.6
16.2

Number in thousands

1,766
6,762

15,598
6,366

8,790
16,564
3,392
1,746

4,044
4,532

11,002
5,272
5,621

Percent distribution

100.0
5.8

22.2
51.2
20.9

100.0 .
28.8
54.3
11.1
5.7

“ 100.0
13.3
14.9
36.1
17.3
18.4

8,116
26,839
45,328
20,063

30,031
51,939
11,610
6,765

15,778
14,957
35,345
16,467
17,751

100.0
8.1

26.7
45.2
20.0

100.0
29.9
51.8
11.6
6.7

100.0
15.7
14.9
35.2
16.4
17.7

1,539
3,225
2,366
1,043

3,669
3,514

525
465

2,889
1,488
2,114

846
836

100.0
18.8
39.5
29,0
12,8

100,0
44.9
43.0

6.4
5.?

100.0
35.3
18.2
25.9
10.3
10.2

lInc]udes families with heads 17 years of age and over.
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Table 8

Number and percent dkhribution of persons by region,
according to level of hospital use: United States, 1980

Level of hospital use

Region Total o Low Intermediate H]gh

Number in thousands

Northeast . . . . . . . . . . . . . . . . . . . . . 46,899 41,788 930 3,259 921
North Central . . . . . . . . . . . . . . . . . 59,257 51,950 1,447 4,782 1,079
South . . . . . . . . . . . . . . . . . . . . . . . 69,475 61,059 1,756 5,535 1,126
Vest. . . . . . . . . . . . . . . . . . . . . . . . 47,194 42,486 1,110 2,886 711

Percent distribution

Total . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0 100.0
Northeast . . . . . . . . . . . . . . . . . . . . 21.0 21.2 17.7 19.8 24.0
North Central . . . . . . . . . . . . . . . . . 26.6 26.3 27.6 29.1 28.1
South . . . . . . . . . . . . . . . . . . . . . . . 31.2 31.0 33.5 33.6 29.3
West . . . . . . . . . . . . . . . . . . . . . . . . 21.2 21.5 21.2 17.5 18.5

Table 9

Number and percent distribution of persons by region, accor&ng
to level of ambulatory oars use: United States, 1980

Level of ambulatory care use

Region Total o Low Int8rmedlate High

Number in thousands

Northeast . . . . . . . . . . . . . . . . . . . . 46,899 9,350 7,793 27,315 2,441
North Central . . . . . . . . . . . . . . . . . 59,257 11,091 9,969 35,572 2,625
South . . . . . . . . . . . . . . . . . . . . . . . 69,475 16,255 12,526 . 38,607 2,087
West . . . . . . . . . . . . . . . . . . . . . . . . 47,194 10,020 7,633 26,669 2,871

Percent distribution

Total . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0 100.0
Northeast . . . . . . . . . . . . . . . . . . . . 21.0 20.0 20.5 21.3 24.4
North Central..............,.. 26.6 23.7 26.3 27.8 26.2
South . . . . . . . . . . . . . . . . . . . . . . . 31.2 34.8 33.0 30..1 20.8
West, . . . . . . . . . . . . . . . . . . . . . . . 21.2 21.4 20.3 20.8 28.6

47



Table 10

Number and percent dMxibution of persons by region, accordhg to
level of prescribed nwdkine use: United States, 1980

Level of prescribed medicine use

Region Total o Low Intermediate High

Number in thousands

Northeast . . . . . . . . . . . . . . . . . . . . 46,899 18,410 6,022 20,918 1,548
North Central . .,, ., ., ...,...., 59,257 21,713 8,591 26,836 2,118
south . . . . . . . . . . .. . . . . . . . . . . . . 69,475 25,206 9,090 31,892 3,287
West . . . . . . . . . . .’. . . . . . . . . . . . . 47,194 18,485 6,789 20,699 1,221

Percent distribution

Total . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0 100,0
Northeast . . . . . . . . . . . . . . . . . . . . 21.0 22.0 19.8 20.8 18.9
North Central . . . . . . . . . . . . . . . . . 26.6 25.9 28.2 26.7 25.9
south . . . . . . . . . . . . . . . . . . . . . . . 31.2 30.1 29.8 31.8 40,2
West . . . . . . . . . . . . . . . . . . . . . . . . 21.2 22.1 22.3 20.6 14.9

Tabie 11

Nusnberandpereent distribution ofpersons under 65yearsof age bytypeofhealth
earecoverage, accordingto level ofhospital ustx United States, 1980

Level of hospital use

Health care”coverage, All persons o Low lntermediat~ High

Coverage all year

Single source:
Private insurance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Medicaid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Other public programs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

More than I source:
Private and public . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 or more public programs . . . . . . . . . . . . . . . . . . . . . . . . . . .

Other

Covered for partof year only . . . . . . . . . . . . . . . . . . . . . .. . . . . .
No coverage all year . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Total . . . . . . . . . . . . . . . . . . . . ...”.... . . . . . . . . . . . . . .

Coverage all year

‘Single source:
Private insurance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . .
Medicaid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Other public pro~ams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

More than lsource:
Private and public . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 or more public programs . . . . . . . . . . . . . . . . . . . . . . . . . . .

Other

Covered for part of year only . . . . . . . . . . . . . . . . . . . . . . . . . . .
No coverage all year . . . . . . . . . . . . . . . . . . . ... . . . . . . . . . . . .

129,515
9,029
3,348

15,912
4,341

19,869
17,342

100.0

65.0
4.5
1.7

8.0
2.2

: 10.0
8.7

Number in thousands

117,224 2,970 8,158
7,618 314 946
2,918 132 199

13,607 482 1,431
3,162 215 745

17,866 519 1,324
16,482 182 614

Percent distribution

100.0 100.0 100.0

65.5 61.7 60.8
4.3 6.5 7.1
1.6 2.7 1.5

7.6 10.0 10.7
1.8 4.5 5.5

10.0 10.8 9.9
9.2 3,8 4.6

1,164
151
98

392
219

170
63

100.0

51.6
6.7
4.4

17.4
9.7

E
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Table 12

Number and percent dktribution of persons under 65 years of age by Iype of health
care coverage, according to level of ambukdwy care use: United States, 1980

Level of ambulatory care use

Health care coverage All persons o Low Intermediate High

Coverage all year Number in thousands

Single source:
Private insurance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129,515 26,027 23,455 75,083 4,951
Medicaid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9,029 1,863 1,600 5,118 448
Other public programs . . . . . . . . . . . . . . . . . . . . . . . . . . . 3,348 835 773 1,581 159

More than 1 source:
Private and public . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15,912 2,368 2,136 10,280 1,128
2 or more public programs . . . . . . . . . . . . . . . . . . . . . . . . 4,s41 329 504 3,146 362

Other

Covered for part of year only . . . . . . . . . . . . . . . . . . . . . . . . 19,869 4,944 3,584 10,806 535
No coverage all year . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17,342 6,794 3,728 6,605 215

Percent distribution

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0 100.0

Coverage all year

Single source:
Private insurance .. . . . . . . . . . . . . . . . . . , . . . . . . . . . .,, 65.0 60.3 65.6 66.7 63.5
Medicaid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.5 4.3 4.5 4.5 5.7
Other public programs . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.7 1.9 2.2 1.4 2.0

More than 1 source:
Private and public . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.0 5.5 6.0 9.1 14.5
2 or more public progiams . . . . . . . . . . . . . . . . . . . . . . . . 2.2 0.8 1.4 2.8 4.6

Other

Covered for part of year only . . . . . . . . . . . . . . . . . . . . . . . . 10.0 11.5 10.0
No coverage all year . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.7 15.7 10.4 ?: ;::
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Table 13

Number and percent distribution of persons under 66 years “ofage by health care
coverage, according to level of prescribed medicine use: United States, 1980

Level of prescribed medicine use

Health care coverage All persons o Low Intermediate High

Coverage all year

Single source:
Private insurance ., . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Medicaid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Other public programs..,...,,,. . . . . . . . . . . . . . . . . .

More than 1 source:
Private and public . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 or more public programs . . . . . . . . . . . . . . . . . . . . . . . .

Other

Covered for part of year only . . . . . . . . . . . . . . . . . . . . . . . .
No coverage allyear . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Coverage all year

Single source:
Private insurance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Medicaid ,. . . , . . . . . . . . , . , . , , . . , . . , . . . . . . . . , . . . .
Otherpublic programs .,.... . . . . . . . . . . . . . . . . . . . . .

More than I source:
Private andpublic . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . .
Zormore publicprograms . . . . . . . . . . . . . . . . . . . . . . . .

Other

Covered for part of year only . . . . . . . . . . . . . . . . . . . . . . . .
No caverage allyear .,..,.,. . . . . . . . . . . . . . . . . . . . . . . .

129,515
9,029
3,348

15,912
4,341

19,869
17,342

100.0

65.0
4.5
1.7

8.0
2.2

10.0
8.7

Number in thousands

49,056 19,670 58,394 2,395
3,638 1,433 3,669 289
1,488 333 1,309 218

5,077 2,105 7,818 912
964 627 2,338 411

8,636 2,997 7,999 238
10,063 1,956 5,226 97

Percent distribution

100,0 100,0 100.0 100.0

62.2 67.5 67.3 52.5
4.6 4.9 4.2 6,3
1.9 1.1 1.5 4.8

6.4 7.2 9.0 20.0
1.2 2.2 2.7 9.0

10,9 10.3 9.2 5.2
12.8 6,7 6.0 2.1
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Table 14

Number and percent distribution of persons 65 years of age and over by type of
Medicare coverage, according to level of hospital use: United States, 1980

Level of hospital use

Type of Medicare coverage All persons o Low Intermediate High

Covered by Medicare

Medicare only . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Medicare and private coverage.. . . . . . . . . . . . . . . . . . . . . .
Medicare and other nonprivate coverage . . . . . . . . . . . . . .

Not covered by Medicare

Other coverage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Nocoverage at all . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Number in thousands

3,836
15,681
2,647

1,033
272

100.0

16.3
66.8
11.3

4.4
1.2

3,193 63
12,123 310

1,866 41

403
2,172

42S

177
1,076

318

973 15
260

35
12

10
0

Percent distribution

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Covered by Medicare

Medicare only . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Medicare and privat. ecoverage . . . . . . . . . . . . . . . . . . . . . . .
Medicare and other nonprivate coverage . . . . . . . . . . . . . . .

Not covered by hiedicare

Other coverage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
No coverage atoll . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

100.0 100.0 100.0 100.0

17.3 14.6
65.8 72.3
10.1 9.5

13.2
71.3
13.9

11.2
68.1
20.1

5.3 3.6
1.4

0.6
0.0

Table 15

Numberand percent dktributionof persons 65years ofage andover bytypeof
Medicare coverage, according to level ofambulatory care use: United States, 1980

Level of ambulatory care use

Type of Medicare coverage All persons o Low Intermediate High

Covered by Medicare Number in thousands

Medicare only . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Medicare and privatecoverage . . . . . . . . . . . . . . . . . . . . . . .
Medicare and othernonprivate coverage . . . . . . . . . . . . . . .

3,S36
15,681
2,647

997 361 2,265 212
1,853 1,381 10,802 1,645

198 231 1,857 361

Not covered by Medicare

Other coverage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
No coverage atoll . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1,033
272

322 156 546 10
187 12 74

Percent Wtribution

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0 100.0

Covered by Medicare

16.3
66.8
11.3

28.0 16.9 14.6 9,5
52.1 64.5 69.5 73.9

5.6 10.8 11.9 16.2

Medicare only . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Medicare and privatecoverage . . . . . . . . . . . . . . . . . . . . . . .
Medicare and other nonprivate coverage . . . . . . . . . . . . . . .

Not covered by Medicare

Other coverage ., . . . . . . . . . . . . . . . . . . ., . . . . . . . . . . . . .
No coverage at all . . . . . . . . . . . . . . . . . . . . . . , . . . . . . . . . .

4.4
1.2

9.0 7.3 0.4
5.2 0.6 :::
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Table 16

Number and percent distribution of persons 66 years of age and over by type of Medicare
coverage, according to level of prescribed medicine use: United States, 1980

Level of prescribed medicine use

Type of Medicare coverage All persons ‘ o Low Intermediate High

Covered by Medicare

Medicare only , .,.,,..,, .,, ,,, ,,, , ,,, ..,,,,, ,,, ,,,
Medicare andprivate coverage,,,,,.,,. ,, ...,,.,.,,.,
Medicare and other nonprivate coverage , , , ., ,., , , , , , , ,

Not covered by Medicare

Other coverage , .,,,,,,,, ,,, ,,, ,.. , ,,, ,, !,,,, .,, ,.
No coverage at all ,, .,,,,,,, ,,, ,, ,0,., , ,0.,,..., ,,,

Number in thousands

1,267 261 1,896
2,847 897 9,341

291 175 1,663

3,836
15,681
2,647

412
2,597

518

1,03s
272

316 25 617
172 13 ‘ 76

Percent distribution

100.0 100.0 100,0

76
11

Total ,,, .,,.,., ,, .,,,,,., ,,, ,, ..,.. ,,, ,,, ,..

Covered by Medicare

Medicare only ,, .,,,,,,. .,, ,, .,,,, ,, ..,,.,,. ,,, ,,,
Medicare and private coverage,.,., ,,, , .,,,,.,,.,,,,,
Medicare andother nonprivate coverage ., ...,,,,,,,,.,

Not covered by Medicare

Other coverage ,, .,,,.,,, ,,, .,,,,.. ., ..,,.,,, ,,, ,,
No coverage at all .,, ,., ,,. , , .,.,,,,,, ,,, ,., ,,, . ,,,

100,0 100.O

16.3
66.8
11.3

25.9 19.1 13,9
58.2 65.4 68.7

5.9 12,8 12.2

11.4
71,9
14.3

.6,5 108 4.5
3.5 1.0 0.6

4,4
1,2

2.1
0.3

Table 17

Number and percent distribution of persons by perceived health
status, according tolevel ofhospital use: United States, 1980

Level of hospital use

Perceived health status All persons o Low Intermediate High

Number in thousands

Excellent ,, .,,,.,,, . . . . . ...4. , .,,,,..,. .
Good . . . . . . . . . . . . . . . . . . . . . . . . . . . ,., ,., . .
Fair ... ... ,,, ,. .,,,, ,, .,,,,,,, . .,,,,,..,
Poor ,, .,.,,,, . ...,.,,, ,,, ,,, . . . .,, ,., ,,

111,641
82,293
20,834

8,057

102,687 2,503
72,953 2,011
16,300 617
5,342 111

5,828 623
6,131 1,197
3,016 900
1,487 1,116

Percent distribution

Total ...,.,,..,,,,,..,..,,,,., ., .,.,
Excellent .,...,.,.,,,..,,,.,., . . . . . . . . . .
Good .,,,.,,.,...,..,.....,.,., . . . . . . . . .
Fair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Poor ,. .,,,,, ,, .,,,,, ,,, ,.,.. ,, ...,., . . .

100.0
50.1
36,9

9.3
3.6

100.0 100.0
52,1 4’7.7
37.0 38.4

8.3 11,8
2.7 2.1

100.0 100,0
35.4 16.2
37.2
18,3

31.2
23,5

9,0 2!3.1
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Table 18

Number and percent distribution of persons by pereeived health status,
according to level of ambulatory awe usw United States, 1980

Level of ambulatory care uae

Perceived health status All persons o Low Intermediate High

Excellent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Good . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Fair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Poor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Excellent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Good . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Fair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Poor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

111,641
82,293
20,834

8,057

100.0 “
50.1
36.9

:::

Number in thousands

26,724 22,302
16,555 13,176
2,788 1,963

648 479

Percent distribution
.

100.0 100.0
57.2 58.8
35.4 84.7

6.0 5.2
1.4 1.3 .

60,174
48,768
13,796
5,425

100.0
47.0
38.1
10.8
4.2

2,440
3,794
2,286
1,505

100.0
24.3
37.8
22.8
15.0

Table 19

Number and pereent distribution of persons by”perceived health status,
accordkg to level of prescribed medicine use United States, 1980

Lavel of pmscrikd medioine use

Perceived health status All persons o Low Interme&ate High

Number in thousands

Excellent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111,641 49,779 17,335 43,823 703
Good . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82,293 29,116 11,094 39,832 2,250
Fair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20,834 3,911 1,701 12,560 2,662
Poor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8,057 1,008 362 4,129 2,558

Percent distribution

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0 100.0
Excellent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50.1 59.4. 56.9 43.7
Guod . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36.9 34.7. 36.4 39.7 2:!
Fair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9.3 4.7 5.6 12.5 32.6
Poor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.6 1.2 1.2 4.1 31..3

53



Table 20

Number and percent dist@bution of persons 17 years of age and over and’
living at the end of Me survey:pefiod by factional limitation score,

‘according to level of hospital use: U–m”’ied-%%es,1980. .-—. —

Level of hospital use

Functional limitation ssore All persons o Low “Intermediate High

Number in thousands

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level 1- no limitation, , . . . . . . . . . . . . . . . . . . . . . . .
Leve12 - minimallimitation. .,.. . . . . . . . . . . . . . . .
Level 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .,
Level 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
~vel 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .,
Level 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .,
Level 8- most severe limitation . . . . . . . . . . . . . . . . .

160,4s7
122,298

9,945
6,900
7,100
6,604
4,178
1,721
1,691

140,051
111,182

8,392
5,550
5,255
4;995
2.722
1;039

917

3,524
2,626

252
143
279
134
57
13
20

13,615
7,842
1,094

871
1,142
1,069

864
360
373

3,247
648
207
337
425
407
535
309
381

Peroent distribution

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0
Lavell - “ “ “

100.0
nollmltetion, . . . . . . . . . . . . . . . . . . . . . . . . 76.2 79.4 74.5

Level 2-
57.6 20.0

minimal limitation . . . . . . . . . . . . . . . . . . . . 6.2 6.0 7.1 8.0
Level 3

6.4
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.3 4.0 4.1 6.4

Level 4
10.4

.,, ...,,, . . . . . . . . . . . . . . . . . . . . . . . . . . . ,. 4.4 3.8 7.9 8.4 13.1
Level 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.1 3.6 3.8 12.5
Level 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.6 1.9 U
Level 7

16.5
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.1 ::: 2.6 9.5

Level 8- most severe limitation . . . . . . . . . . . . ...,, 1.1 ‘::: 0.6 2.7 11.7



Table 21

Number and percent dktribution of persons 17 years of age and over and
living at the end of the survey pefiod by functional limitation score,

according to level of ambulatory care use: United States, 1980

Level of ambulatory care use

Functional limitation score All pe;sons o Low Intermediate High

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level 1- no limitation . . . . . . . . . . . . . . . . . . . . . . . . .
Level 2- minimal limitation . . . . . . . . . . . . . . . . . . . .
~\re13 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Leve14 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Leve15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level G.... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level ? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Leve18 - most severe limitation . . . . . . . . . . . . . . . . . .

160,437
122,298

9,945
6,900
7,100
6,604
4,178
1;721
1,691

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level 1- no limitation . . . . . . . . . . . . . . . . . . . . . . . . .
~ve12 - minimal limitation . . . . . . . . . . . . . . . . . . . .
Level 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Leve16 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level 8- most severe limitation . . . . . . . . . . . . . . . . .

100.0
76.2
(3.2
4.3
4.4
4.1
2.6
1.1
1.1

33,889
29,992

1,065
924
720
572
313
184
118

100.0
88.5

3.1
2.7
2.1

:::
0.5
0.3

Number in thousands

25,388
22,358

1,022
460
661
482
170
97

137

Percent dktribution

100.0
88.1

4.0

H

::;
0.4
0.5

92,734
66,531

7,032
4,467
4,939
4,704
2,928
1,095
1,038

100.0
71.7

7.6
4.8
5.3
5.1
3.2
1.2
1.1

8,426
3,4 l-i

826
1,049

780
846
767
345
398

100.0
40.6

9.8
12.5
9.3

10.0
9.1
4.1
4.7

55



Table 22

Number and percent distribution of persons 17years of age and over and
living at Ike end of the survey pefiod by functional Imitation score,
according to level of prescribed medicine use: United States, 1980

Level of prescribed medicine use

Functional limitation score All persons o Low Intermediate High

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level 1- no limitation . . . . . . . . . . . . . . . . . . . . . . . . .
Level 2- minimal limitation . . . . . . . . . . . . . . . . . . . .
Level 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Leve15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Leve16 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level 8- most severe limitation . . . . . . . . . . . . . . . . .

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level 1- no limitation .,....... . . . . . . . . . .. . . . . .
Level 2- minimal limitation . . . . . . . . . . . . . . . . . . . .
Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . .
Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...”....
Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Leve17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Level 8- most severe limitation . . . . . . . . . . . . . . . . .

160,437
122,298

9,945
6,900
7,100
6.604
4;178
1,721
1,691

100.0
76.2
6.2
4.3
4.4
4.1
2.6
1.1
1.1

Number in thousands

56,465 19,801 76,389
50,301 17,295 53,389
2,244 885 6,201
1,274 468 4,302
1,102 511 4,372
796 349 3,969
371
165

127 2;372
89 894

214 76 890

Percent distribution

100.0
89.1
4.0
2.3
2.0
1.4
0.7
0.3
0.4

100.0
87.3
4.5

;:: .
1.8
0.6
0,4
0.4

100.0
69.9

:::
5.7
5.2
3.1
1.2
1.2

7,782
1,313 “
615
856

1,115
1,490
1,308
574
511

100.0
16.9
7.9
11.0
14.3
19.1
16.8
‘i.4
6.6

56



Table 23

Number and percent distribution of persons by number of unique conditions occurring
during the year, according to level of hospital use: United States, 1980’

Level of hospital use

Number of unique conditions All persons o Law intermediate High

Number in thousands

o , ..,,,,,,, ,, .,,...., . . . . . . . . . . s .,,..,.,. ,.,

l., .,. ,!, ,, . . . . . . .. O..... ,,, ,., ,s, ,,, ,. 0.,,,

2 ),, ,, ..,, ,,, ,., ,.. ... .,,,,. ,, ...,,,, ,. ..,,,
3 ,,, ,,, ,,, , ,, . . . . . . . . , ..,,,.,,, ., .,.,.0,,, .,,
4 ,,, ,,, ,,, , . ,0,,,,,0, ,,, ,,, .,,, ,,, ,,, .,., ,,.

5 ,!, ,,0, ,,. ,,, ,,, ,,, , ,, ..,.,.,, .,, ,,, ..6. ,,,
6 ,, .,,,,,,. ,, ..,,,,,, , ..,0.,,,, .,, ,., ,,, , ,,,“

10 ,0,,..,,,, . . . . . . . . . . . . . 0,, ,, .,,,,,., ,,, ,,,

8 ., .,,..,,. ,0 .,,..,., ,,, ,,, ,,0, ,,, ,,, ,., , . . .
9 , .,,,..,,,. , . .,,.,..,, 0...,,,.,., . . . . . . . . . .
10 ,,, ,, .0.,, . ..0.,,,,. , .,0,.,,,, .,, ,,, ,,, . .,
11-24 ,, .,,0,..., ,,, ,,, ,, . . . . . 00,,,,.0. ,,, ,,,

Total ,,, .,.,.,,. . . . . . . . . . . . ., ..0,,,,0. ,
0 ,, ...,.,,,, . .01.,.0., , .,..,,,.. ., ..,.,.,, . . .

.,, ,, .,,,, . . . . . . . . . . ,,, ..,,... .,, ,, .,,,, ,,,
; ,,, .,..,.. . . . . . . . . . . . . . . . . . . . . ,,, ..,.0., ,.,

.,, ,. .,,, ,, .,,,,,. ., .,,,,,. ,., . . . . . . . . . . . . .
: . . . . . . . . . .,, ,,, ,,, ,,, ,,, ,,, ,,, ,,, ,,, ,,, ,., ,
5 ,,, ,, ...,, ,,, ,, .,.., ., ..,..,,, . . . . . . . . . . ,,,

.,, ,. .,.,. ,, .,.,,.., , ..,.,,.,. ., .,..,,,. .,,
; . . . . . . . . . . . . . . . . . . . . . . . . . . . ,,, . . . . . . . . . . . . .
8 . . . . . . . . . . . .,,.,,,., , ...,,.,,. . .,,,,.,., . . .
9 ,, .,,..,,, .,, ..,.,,, ., . . . . . . . . . . . . . . . . . . ,,,
10 ,, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0,.,..,.. ,.

11-24 . . . . . . . . . . ., ...,,.,, . . . . . . . . . . ... ,,, ,..

32,385
42,428
40,341
33,010
23,485
17,409
10,952
8,003
5,281
3;127
2,250
4,153

100,0
14.5
19.0
18,1
14.8
10.5
7.8
4.9

Y4
1,4
1.0
1.9

31.834
40;267
37,338
29,150
20;022
14,398
8,381
6,042
3,885
2,140
1,452
2,373

100.0
16.1
20.4
18,9
14,8
10.1

::;

;::

;:;
1.2

216
580
773
914
750
533
550
248
259
203

77
140

Percent distribution

100.0
4.1

11.1
14.7
17,4
14,3
10.2
10,5
4.7
4.9
3.9

;::

335
1,444
1,907
2,610
2,289
2,074
1,541
1,331

868
582
472

1,010

100,0
2,0
8.8

11,6
15.9
13.9
12,6

:::
5,3
3.5

::;

137
324
386
424
405
480
382
26$3
202
249
629

100,0

:::
8.8

11,0
10.6
12.5
10.0
7.0
5.3

1:::

57

. —— ..



Table 24

Number and percent distribution of persons by number of unique conditions occurring
during the year, according to level of ambulatory care us= United States, 1980

Level of ambulatory care use

Number of unique conditions All persons o Low Intermediate High

o . ...<.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

: :::::::::::::::::::::::::: ;:::::;:::::;;;::
9
10::::::::::::::::::::::: :::::::::::::::::::
11-24 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . .
3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
7 . ...<. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
9
lo::::::::::::::::::::::: :::::::::::::::::::
11-24 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

32,385
42,428
40,341
33,010
23,485
17,409
10,952
8,003
5,281
3;127
2,250
4,153

100,0
14.5
19.0
18.1
14.8
10.5

7.8
4.9
3.6
2.4
1.4
1.0
1.9

23,711
12,682

5,907
2,607

998
367
224
129

28
35
12
17

Number in thousands

6,094
14,042
9,258
4,792
1,981

837
619
135

90
73

2,532
15,393
24,387
24,698
19,307
14,746
9,261
6,849
4,336
2,380
1,709
2,564

Percent distribution

100.0 100.0 100.0
50.8
27.1
12.6
5.6

:::
0.5 ,
0.3
0.1
0.1

:::

16.1
37.0
24.4
12.6
5.2
2.2
1.6
0.4
0.2
0.2

2.0
12.0
19.0
19.3
15.1
11.5

7.2
5.3
3.4
1.9
1.3
2.0

48
311
789
913

1,199
1,459

848
891
827
638
530

1,572

100.0
0.5
3.1
7.9
9.1

12.0
14.6

:::
8.2
6.4
5.3

15.6

58



Table 25

Number and percent distribution of persons by number of unique conditions occurring
during the year, according to level of prescribed medicine use: United States, 1980

Level of prescribed medicine use

Number of unique conditions All persons o Low Intermediate High

o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
8 . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . .
9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
11-24 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
; . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
11-24 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

32,385
42,428
40,341
33,010
23,485
17,409
10,952
8,003
5;281
3,127
2,250
4,153

100.0
14.5
19.0
18.1
14.8
10.5

7.8
4.9
3.6
2.4
1.4
1.0
1.9

Number in thousands

30,760 873 751
24,445 8,204 9,737
14,255 9,199 16,458

7.729 5,841 18,856
3,552 3,042 16,214
1,624 1,640 13,231

855 806 8,470
289 439 6,268

95 218 4,034
95 92 2,179
53 61 1,575
64 76 2,572

Percent distribution

100.0 100.0
36.7
29.2 2;:;
17.0
9.2

30.2
19.2

4.2 10.0
1.9 5.4
1.0 2.6
0.3 1.4
0.1

.

0.1 &
0.1 0.2
0.1 0.2

100.0
0.7
9.7

16.4
18.8
16.2
13.2
8.4
6.2
4.0
2.2

;::

41
429
584
678
915
821

1,007
934
761
561

1,442

100.0

0.5
5.3
7.1
8.3

11.2
10.0
12.3
11.4
9.3
6.9

17.6

59



Table 26

Number and percent distribution of persons with specified diagnoses associated with hospital
admissions by diagnostic category, according to level of hospital use: United States, 1980

Level of hospital use

Number
of hospitalized

persons inl Intermediate
Diagnostic category thousands AH users Low users users High users

Percent distribution

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0
Infectious and parasitic diseases

...
. . . . . . . . . . . . . . . . . . . . . . . . . . . . ’731 2.9 2.3 3.2 2.3

NeopIasms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1,638 6.4 3.3 5.6
Endocrine, nutritional and metabolic diseases, and immunity

16.7,

disorders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1,026 4.0 1.0 4.5 6.1
Diseases ofthehlood and hlood-formingorgans . . . . . . . . . . . . . . . . . 306 1.2 0.5 1.0 3.0
Mentdd isorders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 695 2.7 1.8 2.0 7.1
Dkeases ofthe nervous system and sense organs . . . . . . . . . . . . . . . 1,558 6.7 6.9 5.2 8.7
Diseases ofthe circulatorysystem . . . . . . . . . . . . . . . . . . . . . . . . . . . 3,506 13.7 5.6 11.9 32.8
Diseasesofthe respiratmy system . . . . . . . . . . . . . . . . . . . . . . . . . . . 3,113 12.2 15.0 10.4 16.1
Dkeases ofthedlgestive system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3,366 13.2 8.3 14.8
Diseases ofthegenitourinary system . . . . . . . . . . . . . . . . . . . . . . . . .

12.8
2,977 11.7 15.0 11.3 8.5

Complications ofpregnancy, childbirth, and thepuerperium . . . . . . . 1,901 7.4 6.9 8.7 2.6
Diseases oftheskin and subcutaneous tissue . . . . . . . . . . . . . . . . . . 406 1.6 1.0 1.5 2.7
Diseases ofthemusculoskeletal systernan dconnectivetissue . . . . . 1,952 7.6 3.5 7.2 15.1
Congenital anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263 1.0 2.3 0.6 0.9
Certain conditions originating intheperinatal periorl . . . . . . . . . . . . 87 0.3 0.4 0.7
Symptoms, signs andilldefined conditions . . . . . . . . . . . . . . . . . . . . 1,834 7.2 4.8 6.7 12.6
Injury and poisoning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3,123 12.2 13.5 9.6 21.8
No condition orcondition unknown . . . . . . . . . . . . . . . . . . . . . . . . . . 3,699 14.5 14.7 17.1 2.8

1 UnduPlica&d ~ountof ~rsolls within diagnostic~a~go~ies;a per50nwho had mu]tipJehospital~drnissir-rtlforthesame condition is cmmted only once. However,

since each hospital admission may have been associated with up to 3 separate diagnostic categories, the same person may he counted in more than 1 diagnostic
category. Diagnoses were examined only for persons havingat least Iovernight hospital stay.



Table 27

Number and percent distribution of persons by whether surgery was performed
during the stay, according to level of hospital use: United States, 1980

Level of hospital use

Presence of surgery All persons Low Intermediate High

Number in thousands

Surgery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11,904 2,566
No surgery

7,389 1,949
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13,637 2,676 9,073 1,888

Percent distribution

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0
Surgery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46.6 49.0
No surgery

44.9 50.8
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . “53.4 51.0 55.1 49.2

Table 28

Number and percent distribution of persons by level of ambulatory care
use, according to level of hospital use: United States, 1980

Level of hospital use

Level of ambulatory care use All persons o Low M.ermediate High

Number in thousands

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222,824 197,2S3 5,242 16,462 3,837
0 . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . 46,716 46,204 70 324 119
Low . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37,921 36.824 293 668 136
Intermediate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128,163 107,790 4,541 13,488
High

2,344
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10,O24 6,465 339 1,982 1,238

Percent distribution

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 100.0
0

100.0 100.0 100.0
. . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . .

Low
21.0 23.4 2.0 3.1

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17.0 18.7 k: 3,6
Intermediate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
High

57.5 54.6 86.6 8;:: 61.1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.5 3.3 6.5 12.0 32.3
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‘lame zv

Number and percent distribution of persons with hospital use by number of
hospital admissions, according to level of hospital use: United States, 1980

Level of hospital use

Number of hospital admissions All persons Low Intermediate High

Number in thousands

1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19,629
2

5,182 13,228 1,219
. . . . . . . . . . . . . . . . . . . . . . . . . ..O .. +..+. .. #.-.

3
4,274 60 2,800 1,414

. . . . . . . . . . . . . . . . . . . . . ..O . . . . . . . . . . . ..+. O.
~ . . . . . .

986 32’7 659
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351

5 or more . . . . . . . . . . . . . . . . . . . . . . . . . . 4........
93

303
258

15 288

Percent distribution

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 100.0
1

100.0 100.0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . ...+.... . . . . .

2
76.8 98.9 80.4 31.8

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. OO.O.. . 16.7
3

1.1 17.0 36.8
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4
3.9 2.0 17.2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.4
5 or more . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0.6
1.2

6.7
0.1 7.4

Table 30

Number and percent distributions ofpersons by survival status,
according to level of hospital use: United states, 1980

Level of hospital use

Survival status All persons o Low Intermediate High

Number in thousands

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222,824 197,283 5,242 16,462 3,837
Survwors . . . . . . . . . . . . . . . . . . . . . . . . .. . . ...<.... 221,969 197,079 5,204 16,312 3,373
Deaths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 856 204 38 150 464

Percent distributions

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 88.5 2.4 7.4 1.7
Survivors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 88.8 2.3 7.3
Deaths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 23,8 4.4 17.5 5:::

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0 100.0
Survivors, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99.6 99.9 99.3 99.1 87.9
Deaths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.4 0.1 0.7 0.9 12.1



Table 31

Number and percent dMributions of persons by survival status,
according to level of ambulatory care us= United States, 1980

Level of ambulatory care use

Survival status All persons o Low Intermediate High

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Survivors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Deaths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Survivors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Deaths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Survivors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Deaths ! . , . . . . . . . , . . . . . . . . . . . . . . . . . . . . . . . . . .

222,824
221,969

856

100:0
100.0
100.0

100.0
99.6.

0.4

Number inthousands

46,716 37,921 128,163
46,601 37,892 127,638

115 29 525

Percent distributions

21.0 17.0 57.5
21.0 17.1 57.5
13.4 3.4 61.4

100.0 100.0 100.0
99.8 99.9 99.6
0.2 0.1 0.4

10,024
9,838

187

4.5
4.4
21.8

100.0
9s.1

1.9

Table 32

Number and percent distributions of persons by survival status,
according to level of prescribed medicine uscx United States, 1980

Level of prescribed medicine use

Survival status All persons o Low Intermediate High .

Number in thousands

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222,824 83,414 30,492 100,345 8,173
Survivors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221,969 83,670 30,436 99,900
Deaths . . 856

7,964
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144 56 446 209

Percent distributions

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 37.6 13.7 45.0 3.7
Survivors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 37.7 13.7 45.0 3.6
Deaths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 16.9 6.6 52.1 24.5

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0 100.0
Survivors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99.6 99.8 99.8 99.6 97.4
Deaths ! . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.4 0.2 0.2 0.4 2.6
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Appendix [
Sample Design,
Data CoUection~
and Processing

Introduction

The National Medical Care Utilization and Expenditure
Survey (NMCUES) was designed to collect data about the “
U.S. civilian noninstitutiontilzed population during 1980.
The complexity of the survey requires the analyst to be
familiar with a range of design features during the analysis,
both to determine appropriate analytic methods and to investi-
gate the impact that the design may have on a particular
analysis. Several topics are addressed in this appendix: The
overall design of NMCUES, the survey background, sampling
methods, data collection methods, weighting, and compensa-
tion procedures for missing data. These descriptions essentially
present NMCUES data as they are available to the user
of the public use data tap This appendix draws heavily
from a paper in the Proceedings of the 19th National Meeting
of the Public Health Conference on Records and Statistics
(Casady, 1983).

SurveyBackground

During the course of NMCUES, information was obtained
on health, access to and use of mdlcal services, associated
charges and sources of payment, and health care coverage.
The survey was cosponsored by the National Center for
Health Statistics (NCHS) and the Health Care Financing Ad-
ministration (HCFA). Data collection was provided under
contract by the Research Triangle Institute (R’H) and its
subcontractors, National Opinion Research Center (NORC)
and SysteMetrics, Inc.

The basic survey plan for NMCUES drew heavily on
two previous national surveys: The National Health Interview
Survey (NHIS), which is conducted by NCHS, and the Na-
tional Medical Care Expenditure Survey (NMCES), which
was cosponsored by the National Center for Health Services
Research @JCHSR)and NCHS.

NHIS is a continuing, multipurpose health survey first
conducted in 1957. The primary purpose of NHIS is to
collect information on illness, disability, and the use of medk
cal care, Although some information on medical expenditures
and insurance payments has been collected in NHIS, the
cross-sectional nature of the NHIS survey design is not well
suited for providing annual data on expenditures and payments.

“WCES was a panel survey in which sample households
were interviewed six times over an 18-month period in 1977

and 1978. NMCES was designed specifically to provide
comprehensive data on how health services were used and
paid for in the United States in 1977.

“NMCUES is similar to NMCES in survey design and
question wording, so that analysis of change during the 3
years between 1977 and 1980 is possible. Both NMCUES
and NMCES are similar to NHIS in terms of question wording
in areas common to the three surveys. Together they provide
extensive information on illness, dkabllity, use of medical
care, costs of medical care, sources of payment for medical
care, and health care coverage at two points in time.

Sample Design of NMCUES

General @m-The NMCUES sample of housing units
and group quarters, hereafter jointly referred to as dwelling
units, is a concatenation of two independently selected national
samples, one provided by RTI and the other by NORC,
The sample designs used by RTI and NORC are quite similar
with respect to principal design features; both can be character-
ized as stratified, multistage area probability designs. The
principal differences between the two designs are the type
of stratification variables and the specific definitions of
sampling units at each stage.

Target population—All persons living in a sample dwell-
ing unit at the time of the first interview became part of
the national sample. Unmanied students 17-22 years of age
who lived away from home were included in the sample
when their parent or guardian was included in the sample.
In addition, prsons who died or were institutionalized between
January 1 and the date of first interview were included in
the sample if they were related to persons living in the
sample dwelling units and were living in the sample dwelling
before their death. All of these persons were considered
“key” persons, and data were collected for them for the
full 12 months of 1980 or for the portion of time they
were part of the U.S. civilian noninstitutionalized population.
In addition, children born to key persons during 1980 were
considered key persons, and data were collected for them
from the time of birth. Relatives from outside the original
population (i.e., institutionalized, in the Armed Forces, or
outside the United States between January 1 and the first
interview) who moved in with key persons after the first
interview were also considered key persons, and &ta were
collected for them from the time they joined the key person.
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Relatives who moved in with
interview but were part of the
population on January 1, 1980,

key persons after the first
civilian noninstitutionalized
were classified as “nonkey”

~rsons. Data were collected for nonkey persons for the
time that they lived with a key person; but because they
had a chance of selection in the initial sample, their data
are not ‘used for general analysis of persons. However, data
for nonkey persons are used in an analysis of families because
they contribute to the family’s utilization of and expenditures
for health care during the time they are part of the family.
Because family analysis is not part of this investigation,
it will not be discussed further.

Persons included in the sample were grouped into “report-
ing units” for data collection purposes. Reporting units were
defined as all persons related to each other by blood, marriage,
adoption, or foster care status who lived in the same dwelling
unit. The combined NMCUES sample consisted of approxi-
mately 7,200 reporting units, of which 6,600 agreed to partici-
pate in the survey. In total, complete data were obtained
on 17,123 key persons. The RTI sample yielded approximately
8,300 respondents and the NORC sample 8,800.

Research ‘Mangle Institde Sample Design

Primaq sampling units (PS.?YS)-A PSU was defined
as a county, a group of contiguous counties, or parts of
counties with a combined minimum 1970 population size
of 20,000. A total of 1,686 nonoverlapping RTI PSU’S cover
the entire land area of the 50 States and Washington, D.C.
The PSU’S were classified as one of two types. The 16
largest Standard Metropolitan Statistical Areas (SMSA’S) were
designated as self-representing PSU’S, and the remaining 1,670
PSU’S in the primary sampling frame were designated as
nonself-representing PSU’5.

Strattj2cation of PSU’S-PSU’S were grouped into strata
whose members tend to be relatively alike within strata and
relatively unlike between strata. PSU’S derived from the 16
largest SMSA’S were of suftlcient 1970 population size to
be treated as primary strata. The 1,659 nonself-representing
PSU’S from the continental United States were stratified into
42 approximately equal-sized, primary strata. Each of these
primary strata had a 1970 population size of about 3,3 million.
One supplementary primary stratum of 11 PSU’S, with a
1970 population size of about 1 million, was added to the
RTI primary frame to include Alaska and Hawaii.

First-stage selection of R!W’s-The total RTI primary
sample consisted of 59 PSU’S of which 16 were self-represent-
ing. The nonself-representing PSU’S were obtained by select-
ing 1 PSU from each of the 43 nonself-representing primary
strata. These PSU’S were selected with probability proportional
to 1970 population size.

Secondaq stratijkation-In each of the 59 sample PS,U’S,
the entire PSU was divided into nonoverlapping smaller area
units called secondary sampling units (SSU’S). Each SSU
consisted of one or more 1970 census-defined enumeration
districts (ED’s) or block groups (BG’s). Within each PSU
the SSU’S were ordered and then partitioned to form
approximately equal-sized secondary strata. Two secondary

strata were formed in the nonself-representing PSU drawn
from Alaska and Hawaii, and four secondary strata were
formed in each of the remaining 42 nonself-representing
PSU’S. Thus, the nonself-representing PSU’S were partitioned
into a total of 170 secondary strata. In a similar manner
the 16 self-representing PSU’S were partitioned into 144 secon-
dary strata.

Second-stage selection of SSU’s-One SSU was selected
from each of the 144 secondary strata covering the self-repre-
senting PSU’S, and two SSU’S were selected from each of
the remaining secondary strata. All second-stage sampling
was with replacement and with probabilityy proportional to
the SSUS’ total noninstitntionalized population in 1970. The
total number of sample SSU’S was 2 x 170 + 144 =
484.

Third-stage selection of areas and segments—Each SSU
was divided into smaller nonoverlapping geographic areas,
and one area within the SSU was selected with probability
proportional to the 1970 total number of housing units. Next,
one or more nonoverlapping segments of at least 60 housing
units (HU’S) were formed in the selected area. One segment
was selected from each SSU with probability proportional
to the segment HU count. In response to the sponsoring
agencies’ request that the expected household sample size
be reduced, a systematic sample of one-sixth of the segments
was deleted from the household sample. Thus, the total third-
stage sample was reduced to 404 segments.

Fourth-stage selection of housing units—All of the dwell-
ing units within the segment were listed, and a systematic
sample of dwelling units was selected. The procedures used
to determine the sampling rate for segments guaranteed that
all dwelling units had an approximately equal probability
of selection. All of the reporting units within the selected
dwelling units were included in the sample.

National Opinion Research Center Sample Design

Primary sampling units (PSU’s)--The land area of the
50 States and Washington, D.C. was divided into nonoverlap-
ping PSU’S. A PSU consisted of SMSA’S, parts of SMSA’S,
counties, parts of counties, or independent cities. Grouping
of counties into a single PSU occurred when individual coun-
ties had a 1970 population of less than 10,000.

Zoning of PSU’s-The PSU’S were classified into two
groups according to metropolitan status (SMSA or not SMSA).
These two groups were individually ordered and then par-
titioned into zones with a 1970 census population size of
1 million persons.

First-stage zone selection of PSZYS-A single PSU was
selected within each zone with a probability proportional
to its 1970 population. It should be noted that this procedure
allows a PSU to be selected more than one time. For instance,
an SMSA PSU with a population of 3 million may be selected
at least twice and possibly as many as four times. The
full general-purpose sample contained 204 PSU’S. These 204
PSU’S were systematically allocated to 4 subsamples of 51
PSU’S. The final set of 76 sample PSU’S was chosen by
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randomly selecting 2 complete subsamples of 51 PSU’S; 1
subsample was included in its entirety, and 25 of the PSU’S
in the other subsample were selected systematically for inclu-
sion in NMCUES.

Second-stage zone selection of SSU’s-Each of the PSU’S
selected in the first stage was partitioned into a nonoverlapping
set of SSU’S defined by BG’s, ED’s, or a combination of
the two types of census units. SSU’S were selected from
the ordered list of these SSU’S. The cumulative number
of households in the second-stage frame for each PSU was
divided into 18 zones of equal width. One SSU had the
opportunity to be selected more than once, as was the case
in the PSU selection. If a PSU had been hit more than
once in the first stage, then the second-stage selection process
was repeated as many times as there were the first-stage
hits. Some 405 SSU’S were identified by selecting 5 SSU’S
from each of the 51 PSU’S in the subsample that were
included in their entirety, and 6 SSU’s from each of the
25 PSU’S in the group for which one-half of the PSU’S
were included.

Third-stage selection of segnzents-~e selected SSU’S
were suti]vided into area segments with a minimum size
of 100 housing units. One segment was then selected with
probability proportional to the estimated number of housing
units.

Fourth-stage selection of housing units-Sample selection
at this level was essentially the same as for the RTI design.

Collection of Data

Field operations for NMCUES were performed by RTI
and NORC under specifications established by the cosponsor-
ing agencies. Persons in the sample dwelling units were
interviewed at approximately 3-month intervals beginning in
February 1980 and ending in March 1981. The Core Question-
naire was administered during each of the five interview
rounds to collect data on health, health care, health care
charges, sources of payment, and health care coverage. A
summary of responses was used to update information reported
in previous rounds. Supplements to the Core Questionnaire
were used during the first, third, and fifth interview rounds
to collect data that did not change during the yea or that
were needed only once. Approximately 80 percent of the
third- and fourth-round interviews were conducted by tele-
phone; all remaining interviews were conducted in person.
The respondent for the interview was required to be a house-
hold member 17 years of age or over. A nonhousehold
proxy respondent was permitted only if all eligible household
members were unable to respond because of health, language,
or mental condition.

Weighting

For the analysis of NMCUES data, sample weights are
required to compensate for unequal probabilities of selection,
to adjust for the potentially biasing effects of failure to obtain
data from some persons or RU’S (i.e., nonresponse), and
failure to cover some portions of the population because

the sampling frame did not include them (i.e., undercoverage).
Basic sample design weights—Development of weights

reflecting the sample design of NMCUES was the first step
in the development of weights for each person in the survey.
The basic sample design weight for a dwelling unit is the
product of four components which correspond to the four
stages of sample selection. Each of the four weight components
is the inverse of the probability of selection at that stage,
when sampling was without replacement, or the inverse of
the expected number of selections, when sampling was with
replacement, and when multiple selection of the sample unit
was possible.

Two-sample adjustment factor—As previously discussed,
the NMCUES sample is comprised of two independently
selected samples. Each sample, together with its basic sample
design weights, yields independent unbiased estimates of
population parameters. Because the two NMCUES samples
were of approximately equal size, a simple average of the
two independent estimators was used for the combined sample
estimator. This is equivalent to computing an adjusted basic
sample design weight by dividing each basic sample design
weight by 2. In the subsequent discussion, only the combined
sample design weights are considered.

Total nonresponse and undercoverage adjustment-A
weight adjustment factor was computed at the RU level to
compensate for RU-level nonresponse and undercoverage.
Because every RU within a dwelling unit is included in
the sample, the adjusted basic sample design weight assigned
to an RU is simply the adjusted basic sample design weight
for the dwelling unit in which the RU is located. An RU
was classified as responding if members of the RU initially
agreed to participate in NMCUES and as nonresponding
otherwise.

Initially, 96 RU weight adjustment cells were formed
by cross-classifyhg the following variables: Race of RU head
(2 levels), type of RU head (3 levels), age of RU head
(4 levels), and size of RU (4 levels). These cells were
then collapsed to 63 cells so that each cell contained at
least 20 respondkg RU’S. Within each cell an adjustment
factor was computed so that a sum of adjusted basic sample
design weights would equal the March 1980 Current Popula-
tion Survey estimate for the same population. The nonresponse
and undercoverage adjusted weight was computed for each
RU as the product of the adjusted basic sample design weight
and the nonresponse and undercoverage adjustment factor
for the cell containing the RU.

Poststratification adjustment4nce the nonresponse and
undercoverage adjusted RU weights were computed, a post-
stratification adjusted weight was computed at the person level.
Because each person within an RU is included in the sample,
the nonresponse and undercoverage adjusted weight for a
sample person is the nonresponse and undercoverage adjusted
weight for the RU in which the person resides. Each person
was classified as responding or nonresponding, as discussed
subsequently in the section on attrition imputation.

Sixty poststrata were formed by cross-classifying age
(15 levels), race (2 levels) and sex (2 levels). One poststratum
(black males 75 years of age and over) had less than 20
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respondents,so it was combinedwith an adjacentpoststratum
(blackmales65-74 yearsof age),resultingin 59poststrata.

Estimatesbased on populationprojectionsfrom the 1980
census were obtained from the Bureau of the Census for
the U.S. civiliannoninstitutionalizedpopulationby age, race,
and sex poststrata for February 1, May 1, August 1, and
November1, 1980.The meanof these mid-quaxterpopulation
estimates for each of the posts~ata was computed and used
as the 1980 average target population for calculating the
poststrataadjustmentfactors.

Survey-basedestimatesof the averagepoststratapopula-
tion weredevelopedusing the nonresponseand undercoverage
adjustedweights, First, a survey-basedestimateof the target
populationof eachpoststratumfor eachquarterwas computed
by summing the nonresponse and undercoverageadjusted
weights for respondentseligible for the survey on the mid-
quarter date. Then the survey-based estimate of the 1980
average population was computed as the mean of the 4
mid-quarter estimates, Finally, the poststratificationadjust-
ment factor was computed in each poststratum as the ratio
of the 1980 averagetarget population(obtainedfrom Bureau
of the Censusdata)to the NMCUES1980averagepopulation.
The poststratifiedweight for each respondentwas’then com-
puted as the product of the nonresponseand undercoverage
adjusted weight and the poststratificationadjustment factor
forthepostatratumcontr@ingtherespondent.

Thus, the weighting procedure is composed of three
steps: Developmentof base sample design weights for each
RU, adjustmentfor RU-levelnonresponseandundercoverage,
and adjustmentfor person-levelnonresponseand undercover-
age, A further adjustmentfor the number of days a person
was & eligible member of the U.S. civilian nonin-
stitutionalizedpopulationwas made, but this adjustmentonly
affects ce@in types of estimates ,fiom NMCUES and,
isdiscussedin the appendixon estimation(AppendixIII).

Surv,eyNonresponse

Nonresponsein panel surveys such as NMCUESoccurs
when sample individuals refuse to participate in the survey
(total nonresponse), when initially participating individuals
drop out of the survey (attritionnonresponse),or when data
for specificitems on the questionnaireare not collected(item
nonresponse), Response rates for RU’S and person in
NMCUES were high, with approximately90 percent of the
sampleRU’Sagreeingto participatein the surveyand approxi-
mately94 percentof the individualsin the participatingRU’S
supplying complete information, Even though the overall
response rates are high, survey-based estimates of means
and proportions may be biased if nonrespondents tend to
have different health care experiences than respondents or
if there is a substantialresponse rate differentialacross sub-
groups of the target population. Furthermore, annual totals
tend to be underestimatedunless allowance is made for the
lossof dataattributableto nonresponse.

Two methods commonlyused to compensatefor survey
nonresponseare data imputationand adjustmentof sampling
weights.For NMCUES,data imputationwasused to compen-

sate for attritionand item nonresponse,and weightadjustment
wasused to compensatefor total nonresponse.The calculation
of the weight adjustment factors was discussed previously
in the sectionon samplingweights.

AttritionImputation

A special form of the sequential hot deck imputation
method was used for attrition imputation, First, each sample
person with incompleteannual data (referredto as a “recip-
ient”) was linked to a sample person with similar demo-
graphicand socioeconomiccharacteristicswho had complete
annual data’ (referred to as a “donor”), Second, the time
periods for which the recipienthad missingdata weredivided
into two categories:Imputedeligibledaysand imputedineligi-
ble days, The imputed eligible days were those days for
which the donor was eligible (i.e., in scope), and the imputed
ineligible days were those days for which the donor was
ineligible (i.e,, out of scope), The donor’s medical care
experiences, such as medical provider visits, dental visits,
and hospital stays, during the imputed eligible days were
imputed into the recipient’s record for those days, Finally,
the results of the attrition imputation were used to make
the final determination of a person’s respondent status. If
more than two-thirdsof the person’s total eligible days (both
reported and imputed) were imputed eligible days, then the
person was considered a total nonrespondent, and the data
forthepersonwereremovedfromthedatafile,

Item Nonresponseand Imputation

Among persons who are classified as respondents, there
is still the possibilitythat they may fail to provideinformation
for some or many items in the questionnaire.In NMCUES,
item nonresponsewas particularlya problem for health care
charges, income, and other sensitive topics. The extent of
missingdata varied by question, and imputationfor all items
in the data file would have been expensive, Imputations
were made for missing data on key demographic,economic,
and chargeitems across five of the six data files in the public
use data tape. Table I illustratesthe extent of the item nonre-
sponse problem for selected survey measures that received
imputationin fourdatafilesusedin thisreport.

Demographicitems ‘tendto require the ‘least amount of
imputation, some at insignificant levels such as for age,
sex, and education, Incomeitems had higher levelsof nonre-
sponse, For total personal income, which is a cumulation
of the earned income and 11 sources of unearned income,
imputationwas requiredfor at least one componentfor nearly
one-third of the persons. The bed-disabilitydays, work-loss
days, and cut-down days have levels of imputation that are
intermediateto thedemographicandincomeitems.

The highest levels of imputationoccurredfor the impor-I
tant charge items on the various visit, hospital stay, and
medicalexpensesfiles, Totalchargesfor medicalvisits, hospi-
tal stays, andprescribedmedicinesandothermedicalexpenses
were imputedfor 25,9 percent, 36,3 percent, and 19.4percent
of the events, respectively. Among the source of payment
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Teble I the charge data before any imputations were made. If first
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data, the imputation rates for the source of payment were
small, but the rates for the amount paid by the first source
of payment were generally subject to high rates of imputiition.
Nights hospitalhed on the hospital stay file were imputed
at a rate comparable to the first source of payment.

The methods used to impute for missing items were
diverse and tailored to the measure requiring imputation.
Three types of imputation predominate: Editing or logical
imputations, a sequential hot deck, and a weighted sequential
hot deck. The edit or logical imputations were used to elimi-
nate missing data that could reasonably be determined from
other data items that provided overlapping information for
the given item. The sequential hot deck was used primarily
for small numbers of imputations for the demographic items;
the weighted sequential hot deck was used more extensively
and for virtually all other items for which imputations were
made.

The edit or logical imputation is a process in which
the value of a missing item is deduced from other available
information in the data file. For example, race was not
recorded for children under 14 years of age during the survey.
Instead, a logical imputation was made during data processing
that assigned the race of the head of the repmting unit
to the child. Similarly, extensive editing was performed for

source of payment was available, only one source of payment
was given; and if total charge was missing, the value of
the first source of payment amount was assigned to the
total charge item.

In the sequential hot deck procedure, the data are grouped
within imputation classes formed by variables thought to
be correlated with the item to be imputed. An additional
sorting witlin imputation classes by other variables also
thought to be correlated with the imputed item is also typically
used. An initial value, such as the mean of the nonmissing
cases for the item, is assigned as a “cold deck” value. The
first record in the file is then examined. If it is missing,
the “cold deck” value replaces the missing data code; if
real, the real value replaces the “cold deck” value and becomes
a “hot deck” value. Then the next record is examined. Again,
if missing, the “hot deck” value is used to replace missing
data, and, if real, the “hot deck” value is replaced by that
real value. The process continues sequentially through the
sorted file. The weighted hot deck, a modification of the
sequential hot deck, uses the weights to determine which
real values are used to impute for a particular record needing
an imputation.

The imputation process will be described for two items
to illustrate the nature of imputation for NMCUES. For Hk-
panic origin, two different imputation procedures were used
logical and sequential hot deck. Because Hispanic origin
was not recorded during the interview for children under
17 years of age, a logical imputation was made by assigning
to the child the Hispanic origin of the wife of the head of
the reporting unit, if present, and the origin of the head
of the reporting unit otherwise. For the remaining cases that
were not- assigned a value by this procedure, the data were
grouped into classes by observed race of the head of the
reporting uni~ within classes, the &ta were sorted by reporting
unit identification numiw, primary sampling unit, and seg-
ment. An unweighed sequential hot deck was used to impute
values of Hispanic origin for the remaining cases with missing
values.

The imputations for medical visit total charge were made
after extensive editing had been performed to eliminate as
many inconsistencies as possible between sources of payment
data and total charge. The medical visit records were then
separated into three types: emergency room, hospital outpatient
department, and doctor visits. Witi]n each type, the records
were classed and sorted by several measures, which dhTered
across visit types, prior to a weighted hot deck imputation.
For example, the records for doctor visits were classified
by reason for visit, type of doctor seen, whether work was.
done by a physician, and age of the individual. Within the
groups formed by these classing variables, the records were
then sorted by type of health care coverage and month of
visit. The weighted hot deck procedure was then used to
impute for missing total charge, sources of payment, and
sources of payment amounts for the classified and sorted
data file.

Because imputations were made for missing items for
a large number of the important items in NMCUES, they
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can be expected to influence the results of the survey in
several ways. In general, the weighted hot deck is expected
to preseme the means of the nonmissing observations when
those means are for the total sample or classes within which
imputations were made. However, means for other subgroups,
particularly small subgroups, may be changed substantially
by imputation. In addition, sampling variances can be substan-
tially underestimated when imputed values are used in the
estimation process. For a variable with one-quarter of its

values imputed, for instance, sampling variances based on
all cases will be based on one-third more values than were
actually collected in the survey for the given item. That
is, the variance would be too small by a factor of at least
one-third. Finally, the strength of relationships between meas-
ures that received imputations can be substantially attenuated
by the imputation. A more complete discussion of these
issues can be found in Lepkowskl, Stehouwer, and Landis
(1984).
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Appendix II
Data Modifications to Public Use
Files

Overview of Data Changes

During the preparation of this report, a number of prob- “
lems were discovered in the NMCUES public use files that
required mocMication of the data. Eight sets of problems
were identified

(1)

(2)
(3)

(4)

(5)

(6)

(7)

(8)

Sampling weights for 68 newborns (i.e., persons born
in 1980) were in error.
Six respondents had extremely high hospital stay charges.
Forty-seven respondents had health care coverage
categories inconsistent with source of payment for some
medical events.
For 173 respondents, fewer bed-disability days were re-
ported than hospital nights. (Length-of-stay data were
recorded in terms of the number of nights-as opposed
to days—spent in the hospital.)
Four respondents had extremely long lengths of stay
in the hospital as a result of incorrect hospital admission
dates.
Four respondents had poverty status categories that were
inconsistent with their poverty status level.
Nine respondents were coded as deliveries in the hospital
file but had inconsistent values for other hospital stay
data.
One respondent had duplicate hospital stay records.

Details of the changes made to correct these problems may
be obtained from NCHS. General information on the problems
and changes is outlined below. Detailed descriptions of the
specific changes are provided in the NMCUES report series .
by Lepkowski, et al. (to be published).

1) Records for 68 newborns were incorrectly coded as
eligible for the entire survey period (all 366 days) despite
a bhth after January 1, 1980. These errors were corrected
by changing the eligible time-adjustment factor and the person
time-adjusted weight for each of the 68 records.

2) After careful examination, the University of Michigan
and NCHS determined that six hospital stay records with
charges of at least $90,000 were incorrect and should be
changed. These six records and related information in the per-
son file (e.g., hospital stay charges, total charges) were
changed to conform with records in the Medicare best estimate
file or with other information about each of the 6 respondents’
hospitalizations contained in the hospital stay file.

3) Discrepancies between source of payment and health
care coverage were noted in the course of analysis. All

of the discrepancies involved Medicare coverage. Forty-seven
respondents reporting Medicare as “a source of payment in
the medical visit, hospital stay, or prescribed medicine files
were not prcq.xwlycoded as covered by Medicaxe. Health
care coverage for the respondents was reclassified strictly
according to source of payment data. Respondents originally
coded as covered by private insurance but not showing private
insurance as a source of payment for any services were
coded as having Medicare and private insurance coverage.
Where reassignment based on imputed data for source of
payment would conflict with real data for health care coverage,
the real data were used in preference to the imputed claw.

4) For 173 cases, the value for hospital nights was
greater than the value for bed-disability days. According
to interviewer instructions for the NMCUES questionnaire,
hospital nights should be included in bed-disability days,
except for newborns. Therefore, the value of bed-disability
days was adjusted to equal hospital nights for these 173
cases, a procedure used in the Health Interview Survey proc-
essing. However, it does not fully compensate for the errors
in recording or computing bed-disability days. It is likely
that after the edh, bed-disability days are still underestimated
for these 173 cases. The edit was performed without regard
to the imputation status of either beddistillity days or hospital
nights.

5) Four cases with discrepancies between bed-disability
days and hospital days also had improperly coded hospital
admission dates causing excessively long lengths of stay.
In these cases, the adrnksion dates and hospital nights were
corrected and the bed-disability days edit was not necessary.

6) Comparison of the continuous and the categorical
poverty status variables on the public use file identified four
respondents whose categorical poverty status was inconsistent
with their continuous poverty status value. The categorical
variable was changed for these four respondents to correspond
to their poverty status on the continuous variable.

7) A variety of problems were discovered on nine records
coded as deliveries in the hospital stay file.

(a) Two deliveries were attributed to male respondents.
Examination of the data files suggested that the sex
variable was incorrectly coded in these two cases. The
sex variable was, therefore, recoded to female. A thkd
male delivery was actually that of the respondent’s
spouse. In thk case, the hospital record was reassigned
and appropriate changes made in the person file for
both respondents.
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(b) Four hospitalizations for newborns were inconectly
coded as deliveries. These were recoded in the hospital
stay file. A fifth newborn’s hospital record was attri-
buted to its mother. In this case, the hospital rec-
ord was transferred to the newborn, and appro-
priate changes were made in the person file for both
respondents.
(c) One delivery was attributed to a 74-year-old woman.
Following an NCHS recommendation, the response

was recoded to reflect signs, symptoms, and ill-defined
conditions as the admitting condition.

8) Two sets of duplicate records (four records in total)
in the hospital stay file were discovered for one respondent.
The two duplicates were deleted in the hospital stay file,
and necessary changes were made in the person file. Three
of the four records had been imputed to another respondent
for reasons of attrition. No changes were made in the records
for the respondent receiving the attrition-imputed records.
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Appendix Ill
Analytical Strategies

.- —
Notion of an AveragePopulation

The NMCUESwas a panel survey in which members
of the population were followed during the panel period
(i.e., calendaryear 1980),The natureof a dynamicpopulation
over time influencesthe rules used to determinewho should
be followedand for how long. It also has significantimplica-
tions for the form of estimators for characteristics of the
populationduring the panel period. Before discussingestima-
tion strategies for NMCUES data, it is useful to review
the natureof a dynamicpopulationovertime,

Figure I illustratesthe natureof a longitudinalpopulation
as members move in and out of eligibility. Stable members
of the population appear at the beginning and at every time
point during the life of the longitudinal time period, Even
though these persons are termed “stable,” they may of course
change residencesduring the panel period and may be quite
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diftlcult to trace. Leavers are persons who are eligible at
the beginning of a time period, but then become ineligible
at some later time, Leaving may occur through events such
as death, institutionalization,or movingoutsidethe geographic
boundaryof the population. At the same time, new members
may enter the population (i.e., entrants) through births or
returns frominstitutionsor fromoutsidethe geographicbound-
ary of the population. Finally, there also will be population
elementsthat areboth entrantsand leaversfromthe population
during differenttime periods, The majority of the population
typically will be stable in nature, but it is the entrants and
leavers, persons who may be experiencing major changes
in their lives, who are often of particular interest to analysts
of panel survey data, In order to assure adequate coverage
of all of the elements in the dynamic population considered
over the entire time period, NMCUES followup rules were
carefully specified to include entrants, leavers, and mixed
populationelementsproperly.

As an illustration, consider a member of the Armed
Forces who was in the Armed Forces on January 1, 1980,
was discharged on June 1, 1980, and then became a key
person (i.e., one to be followed for the rest of the year
while eligible) in the NMCUES panel, Because NMCUES
was designedto provide informationaboutthe civilianpopula-
tion, medical care use and charges during the first 5 months
of 1980 for this person are outside the scope of the survey,
Data about health care use and charges were not collected
unless they occurred after June 1i At the same time, this
person was eligible for only 7 months of the year, and
he was also only “at risk” of incurring health care use or
charges for 7 of the 12 months. This person thus contributes
only 7/12 or 0,58 years of eligibility or “person year” to the
study. This quantity is referred to as the “time-adjustment
factor”in the documentationandthroughouttheseappendixes,

For those readersnot familiarwith the conceptof “person
years of risk,” it may be useful to consider briefly the rules
that were used to determine eligibility for a given person
at a given moment during 1980. There were essentially two
ways of becoming eligible for or entering the NMCUES
eligible population, The obvious way was to be a member
of the U.S, civiliannoninstitutionalizedpopulationon January
1, 1980, and hence a member of the original or base cohort
about which inferences were to be made. The second way
to become a member of the eligible population was to enter
after January 1 through birth or through rejoining the civilian
noninstitutionalizedpopulation during the year by returning
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from an institution, from the Armed Forces, or from outside
the United States. On the other hand, there were also several
ways that persons who were eligible members of the population
could become ineligible. Death obviously removes a person
from further, followup, as would institutionalization, joining
the Armed Forces, or moving to residence outside the United
States. For every person selected for NMCUES, information
was collected to monitor the exact number of days they
were eligible during the year, These eligibility periods are
summarized by the time-adjustment factor on each record.

The use of “person years” to form sample estimates
requires careful assessment of the characteristic to be esti-
mated. Estimates that use only data collected from persons
during periods of eligibility (e.g., total number of doctor
visits, total charges for health care) do not need to account
for time adjustments. Estimates for person characteristics
(e.g., total population, proportion of the population in a
given subgroup) must be based on person years to obtain
estimates that correspond to those for health care estimates.
Some estimates require the use of the time-adjustment factor
in the denominator, but not in the numerator. For example,
an estimate of the mean total charge for health care during
1980 must use the total charges for health care as a numerator,
without time adjustment, but the denominator must be the
number of person years that the U.S. population was exposed
to the risk of such charges during 1980, a time-adjusted
or person-years measure. The mean in this case is actually
a rate of health care charges per person year of exposure
for the eligible population in 1980.

When m~ing estimates in which person years are impor-
tant, the effect of the time-adjustment factor will vary depend-
ing on the subpopulation of interest (see Table II). A cross-sec-
tional cohort of N persons selected from the U.S. population
on January 1, 1980 and followed for the entire year will
contribute a total number of person years for 1980 that is
smaller than N because of removals (i.e., deaths, institutionali-
zation, and so on), If entrants are added to the initial cohort
during the year, the person years contributed by the initial
cohort and the entrants may well exceed N, but it will still
be less than the number of original cohort members plus
the number of entrants.

The difference between persons and person years will
vaty by subgroups as well. Females 20-29 years of age
on January 1 area cohort for which few additions are expected
due to returns from institutions, the Armed Forces, or living
abroad. And few removals are expected due to death, in-

stitutionalization,joining the Armed Forces, or moving abroad.
On the other hand, males 80 years of age or over on January
1 will contribute a, much smaller number of person years
to the population than the total number of persons in the
cohort at the beginning of the year, because a large number
of the cohort will die during the year.

Role of Weights and Imputation

Estimated means and sampling errors from NMCUES
for bed-disability days, work-loss days, work-loss days in
bed, cut-down days, and restricted-activity days are presented
in Table III, For each survey measure, separate estimates
were computed using all &ta (i.e., both real and imputed)
and using only the real data. The unweighed and weighted
mean, unweighed and weighted simple random sampling
standard error of the mean, and the weighted complex standard
error which accounts for the stratified, multistage nature of
the design are presented.

For each measure, the weighted means computed using
all the data and using only the real data are quite similar.
This similarity is not unexpected given that the weighted
hot deck imputation procedure is designed to preserve the
weighted mean for overall sample estimates. The simple
random sampling standard errors, however, are smaller when
all data are used simply because the simple random sampling
variance is inversely related to the sample size. For the
complex standard error, three of the five measures have
smaller standard errors when all data are used, and the other
two measures show the opposite relationship. Weighting and
imputation for the disability measures have little or no effect
on estimated means or their standard errors for the total popula-
tion because the amount of missing data for these measures
is small (approximately 7 or 8 percent).

For other measures that have larger amounts of missing
data, imputation has larger effects. Consider the means and
standard errors for total charge for a hospital outpatient depart-
ment visit shown in Table IV. There were 9,529 hospital
outpatient department visits (real visit records plus those
generated from the attrition imputation process), and 4,841
of these have a total charge that was imputed from one
of the other hospital outpatient department visit records. Thus,
more than one-half of the total charges were missing for
this particular medical event. Despite the large amount of
missing data, the weighted means using all the data and
using only real values are quite similrq weighting does not

Table II

Effeet of peraon-yearadjustment on counts and sampling weights, by4 population grouptx
United State& 1980

Sum of sampling weights

Basicweight Adjuatad weight
Population group Sample size Person years in thousands in thousands

Total population . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17,123 16,662.64 226,368 222,624

Femaies,2&29 yeara of age . . . . . . . . . . . . . . . . . . . . . 702 699.39 9,529 9,484
Males,80years ofage andover . . . . . . . . . . . . . . . . . . 113 104.05 1,384 1,274

Allperaona bornduring 1980 . . . . . . . . . . . . . . . . . . . . . 251 121.02 3,580 1,713
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Table 1!1

Sample S@ meam and standard errors for 5 diaabiMtymeasure$ by 4 and red data subgroups
United State% 1980

Unweighed estimates Weightedestimates

simple Simple
random random

sampling sampling
Dkulbsitymeasum Sample

Complex
standard standard standard

anddatatvoe eke Mean error Mean error error

Seddis@itydays

Alldata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Raaldata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Work-bssdays
Andata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Realdata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Work-bsadaysin bed

Audata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Realdata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Cut-down days

Aildata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Raaldata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

F@stricted-actkitydays

Aildata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Reeldata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

17,123 5.303
15,777 5.253

13,069 3.614
11,537 3.510

13,089 .1.516
10,970 1.530

17,123 6.S31
15,724 6.609

17,213 13.746
14,049 13.038

0.1279
0.1326

0.1221
0.1234

0.0608
0.0656

0.1631
0.1721

0.2559
0.2732

6.263
5.228

3.636
3.574

1.56a
1.578

6.861
6.83S

13.805
13.064

0.1269 0.1540
0.1319 0.1599

0.1220 0.162S
0.1277 0.1716

0.0516 0.0592
O.o!%a 0.0652

0.1697 0.3343
0.1735 0.3322

0.2573 0.4716
0.2742 0.4656

Um#ghtedes6matee Weightadestimates

Simple Simpk
random

sampling =r@w COmplex Element
Sample standard standard

Datatype
standard variance

size Mean error Mean error error (xlO-g)

AHdate . . . . . . . . . . . . . . . . . . . . . . . . . . . 9,52s 51.36 1.030 51.61 1.016 1.914 9.87

Realdataonly . . . . . . . . . . . . . . . . . . . . . . 4,638 52.26 1.438 52.27 1.430 2.s36 9.59

Imputwldata . . . . . . . . . . . . . . . . . . . . . . . 4,841 51.45 1.476 50.98 1.447 1.60 10.14

Rsaldata

Notdonor . . . . . . . . . . . . . . . . . . . . . . . . . . ... . 928 47.33 2.108 43.53 2.117 3.935
Oonoronce . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.17
2,789 55.35 2.016 55.76 1.962 3.336 11.00

Drxmrtwiea . . . . . . . . . . . . . . . . . . . . . . . . . . . 341 48.61 3.525 49.37 3.57s 4.679 10.78
DorxK3-6times . . . . . . . . . . . . . . . . . . . . . . . . 120 2s.45 7.340 28.97 7.987 11.64 7.66

affect the estimated means. However, sampling errors are
changed substantially when imputed values are added to real
values to form an estimate. The weighted and unweighed
simple random sampling standard errors are markedly smaller
for all data than for the real data.

To investigate whether this decrease in sampling error
is due to changes in sample size, changes in the element
variance, or both, the element variances were computed by
multiplying the weighted simple random sampling variances
by the sample sizes. Inspection of Table IV suggests that

the element variances are quite similar using all data and
reai claw, the differences in standard error when all data
and only real data are used can mostly be attributed to
the loss in sample size when going from all data to real
data.

Not all of the real &ta were used as donors for imputation,
and some of the real values were used as donors several
times. Table IV also suggests that those real values not
used as donors have a lower mean total charge than those
used as donors, but values used as donors more than twice
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tend to have even smailer mean totai charges. The means
for donors used once, twice, or more frequently area function
of the use of imputation classes within which the mean
totai charge and the amount of missing data varied,

The difference in complex standard errors between all
data and the real data in Table IV illustrates the large effects
of imputation. However, neither the complex standard error
computed using ail the data nor that computed using only
the real data is the correct standard error of the weighted
mean estimated using all the data. The mean computed using
ail data includes 4,841 vaiues that were actually subsampled
with replacement from the 4,688 real vaiues. In addition,
the imputations were made across the primarysamplingunits
and strata used in the sample selection process and in the
varianceestimationprocedure,The assumptionthat the obser-
vationswereselectedindependentlybetweenprimarysampling
units and strata, which is needed to justify the variance
estimationprocedure,is incorrect,Hence, the complexstand-
ard error for idl data shown in Table IV fails to account
for two sources of variability present in estimates based
on all data The double sampling used to select values for
imputation and the correlation between primtuy sampling
units and strata induced by imputation. At the same time,
the complex standarderror for the weightedmean computed
usingonly the realdata is an incorrectestimateof the standard
emorof the mean based on all the data, The actual sampling
error of the weighted mean for all the data is probably
larger than that shown for the ntean estimated using all
the data; it may even be larger than the sampling error
computedusingonlytherealdata.

As a final illustrationof the effects that imputationcan
have on survey results, Figure 11presents estimated mean
chargesper hospitaloutpatientdepartmentvisit for four family
income groups computed using all the data and using only
the real data. For the real data, the mean charge per visit

Figure111
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increasesin a linear fashion as the family income increases.
However, when all the data are used to estimate the mean
chargeper visit, the mean chargedoes not increaseas rapidly
with increasing family income. The strong relationshipbe-
tween family incomeand meanchargeper hospitaloutpatient
department visit in the real data has been attenuated by
the imputedvalues.

The reason for this attenuation is shown in Figure 111.
Sixteen imputation classes were formed for the imputation
of total charges for hospitai outpatient department visits.
Figure 111shows mean charge for reai data for the total
sampleand the subgroupwithfamilyincomeslessthan$5,000
in 1980, The low income group has lower mean charges
than the total sampie, Because family income was not one
of the variablesused to form imputationclasses, low family
incomepersonswithinan imputationclasswithmissinghospi-
tal outpatient department visit total charges were imputed
a charge that was, on average, higher than the mean charge
for low incomepersons with real data. This occurs in almost
every imputation class. When the real and imputed data
are combined for persons with family incomes less than
$5,000, the effect of imputation is to increase the mean
chargefor this subgroup,Conversely,for personswith family
incomesof $35,000 or more, total hospitaloutpatientdepart-
ment visit charges for persons with real data tend to be
larger than values imputed to persons with missing charges.
The overall impact of the imputationprocesson the relatio-
nshipbetweenchargesfor hospitaloutpatientdepartmentvisits
and family income is a regression toward the mean charge
forrealdatafor lowandhighincomesubgroups.

The results in Tables111and IV and Figure11demonstrate
the effect that imputation can have on estimated means,
on estimated sampling errors, and on relationshipsbetween
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variables. Several strategies for handling imputation in estima-
tion are suggested by these findings. It is beyond the scope
of this dkcussion to evaluate various strategies and indicate
the reasons why one was chosen for this report. The strategy
used in preparing estimates in this report was, despite the
sizeable effects due to imputation noted here, to use all
the data in all estimates. This strategy means that estimated
means and totals presented in the report have been adjusted
for item nonresponse, but sampling errors and relationships
among some variables may be adversely affected by the
imputation process. The reader should keep in mind that
sampling errors for estimates that are subject to large amounts
of item nonresponse may be substantially underestimated,
and the strength of relationships between a variable receiving
imputed values and a variable that was not used to form
imputation classes may be attenuated by the imputation
process.

Estimation Procedures

Sample estimators from NMCUES data, regardless of
whether they are totals, means, medians, proportions, or
standard errors, must account for the complexity of the sample
survey design. Totals, means, or other estimates must include
sampling weights to compensate for unequal probabilities
of selection, nonresponse, and undercoverage. Stratification,
clustering, and weighting must also be accounted for in the
estimation of sampling errors. In addhion, one must consider
time-adjustment factors to account for persons not eligible
for the entire year and imputations which were made to
compensate for missing items. The weighting adjustment fac-
tors, the imputations, and the estimated sampling errors for
estimates with imputed values affect the results shown in
this report.

A variety of estimators were used for the descriptive
analyses. To illustrate the role of time adjustments, we consid-
er six specific estimates that were used in the analysis:

1.

2.
3.
4.
5.

6.

An estimated total charge for a selected subgroup (e.g.,
high-volume users).
An estimated total population.
The mean charge per visit.
The mean charge per person.
The proportion of charges that fall in a certain range
of charges.
The proportion of persons whose charges are less than
or equal to a fixed level.

To define these estimators, suppose we introduce the following
notation for these quantities for the ith person:

yi = total charges for health care in 1980,
xi = total number of medical visits for 1980,
Wi = nonresponse and undercoverage adjusted person

weight,
ti = time-adjustment factor (i.e., the proportion of days

in 1980 that the person was an eligible member
of the population),

di =

ei =

~i =

{

1, if total charges are less than or equal to
a fixed value,

K O,otherwise,

(
1, if the total charge is between two fixed

values,

~ O,otherwise, and

(
1, if the ith person is a member of a designated

subgroup of the population,

{ O,otherwise.

Estimating total charges or any quantity from NMCUES
which was recorded only during periods when the person
was a noninstitutionalized civilian in the United States, is
a relatively straightforward task requiring only a weighted

“sumof charge values. In particular,

Y= z Wiyii)i

is the estimated total charge for a particular service for a
selected subgroup. On the other hand, for estimates of total
population, a time-adjusted estimator is required such as

-f =
Y z W.t.c?

Izi”

Thus, j’ denotes an estimate of the 1980 average subgroup
population, while j denotes the 1980 charges by a subgroup
of the noninstitutionalized civilian population.

Estimated means may or may not need to include a
time-adjustment factor in the denominator. For example,
to estimate the mean charge per visit during 1980, no time
adjustment is needed. Hence,

can be used to estimate mean charge per visit. However,
to estimate mean charge per person, a time adjustment is
required in the denominator, because the denominator is actu-
al]y an estimate of the total average population in 1980.
In particular, the estimator has the form

Estimates of mean charges for subgroups have a similar
form with the indicator variabIe di included in the numerator
and denominator for the appropriate subgroup of interest.

Estimated proportions are, of course, means with an
indicator variable in the numerator and a count variable in
the denominator. Proportions may also have time adjustments
not only in the denominator, but also in the numerator.
For example, to estimate the proportion of persons who
had charges less than or equal to a fixed value, an estimate
of the form
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“wasused. Appropriate indicator variables were added to the
numerator and denominator to make estimates for selected
subgroups.

On the other hand, the estimated proportion of total
charges between two fixed levels of charges does not require
time adjustments in the numerator or the denominator. In
particular,

.

is the estimated proportion of all charges for persons that
occurred between two levels of charges.

The Logistic Regression Model

One of the statistical methods used in this report is
logistic multiple regression. The methodology is used to iden-
tify characteristics of individuals in the U.S. civilian nonin-
stitutionalized population in 1980 that are predictive of use
of hospital services or of high use of hospital services. Logistic
regression is closely related to the standard regression methods
but was used here because of the nature of the dependent
variable in the models, a measure with only two possible
outcomes (i.e., yes or no).

In the standard regression situation, the dependent variable
Y is internally scaled (i.e., continuous in distribution). The
regression methodology is used to examine independent vari-
ables Xl, X2, . . . , XP which are statistically important
predictors of the dependent variable Y.The ordhwy regression
model predicts Yas a linear combination of the X$, that is,

Y=/30+p,x* +p2x2+. ..3 J3p-p+.5

where .s is a random variable with mean zero and equal
variance for all sample observations. The parameters flo,

PI* . . . ! 1% me often referred to as the slopes or (pafiiaO
regression coefficients and are estimated in the regression
analysis.

Logistic regression methods are applied when the depen-
dent variable is not continuous but is dichotomous (i.e.,
Y is only one of two possible values). Use of the standard
regression methodology when the dependent variable is
dichotomous is inappropriate for a variety of reasons: Besides
violating a number of important assumptions of the regression
model, predicted values for Y can fall outside the range
of Y.The logistic regression approach addresses these deficien-
cies by examining not the dependent variable Y but the logit
of the probability that the dependent variable assumes one
of the two possible values. Suppose that Y can assume only
two values, 1 or 2: The logit is defined to be the logarithm
of the ratio of the probabilities that Yis 1or 2:

Logit(Y) = in [P~Y= l]\P[Y=2]]

where lnp] denotes the natural logarithm of the argument
~]. The logistic regression model then predicts the logit
of Yas a linear combination of the X#:

Logit (Y) = do + 131-X1+ 13JZ + . ..+ 13PXP.

The ~~are again slope or (partial) regression coeftlcients,
but in this case denote the partial linear regression of the
Iogit of Y on Xi given that the other X’s are in the model.
Several methods are used to obtain estimates of the coefficients
including an iterative method to derive a maximum likelihood
estimate.

An alternative interpretation of these logistic regression
coefficients can be made by observing that the Iogit of Y
is actually the logarithm of the odds that an individual will
be classified as Y = 1 rather than Y = 2. Suppose, for
example, that Y = 1corresponds to the event that an individual
is hospitalized in 1980 and Y = 2 to the event that the
individual is not hospitalized. Then P{Y = 1} / P{Y = 2}
denotes the odds that an individual will be hospitalized during
the year and the Iogit is simply the logarithm of the odds
ratio.

The logistic regression coefficients can be translated into
statements about the ratios of odds for two different individuals
with different characteristics Xi. Consider the following three
indicator variables:

{

1, if the individual is under 35 years of age,
x,=

O,otherwise,

{

1, if the individual is 55-74 years of age,
X2=

O,otherwise, and

{

1, if the individual is 75 years of age and over,
X3 =

O,otherwise.

These three indicators combined use the individuals 35–54
years of age as a reference or comparison group against
which the odds of being hospitalized, for exampie, are con-
trasted, The iogistic regression coefficients represent the unit
change in the log odds that occurs for an individual in
one of the three age groups defined by these indicators relative
to the age group 35–54 years. q

For example, in Tabie B the iogistic regression coefficient
corresponding to Xl is 0.15 iO. Persons under 35 years of
age have somewhat higher odds of being hospitalized than
persons 35–54 years of age (the reference group) when ali
the other variabies in the modei in Tabie B are controlled
at an average vaiue. Simiiariy, persons 55–74 years of age
and 75 years of age and over have higher odds of being
hospitalized than persons 35–54 years of age.

The coefficients can be used to predict the probability
of hospitalization or high use of hospitai care for a hypothetical
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person. The estimation of predicted probabilities requires
three steps:

1.

2.

3.

Identify characteristics of the hypothetical person in terms
of characteristics in the model.
Identify coefficients that apply to that individual to obtain
a predicted logarithm of the odds ratio.
Convert the predicted logarithm of the odds ratio to
obtain the predicted probability.

For example, suppose that it is desired to estimate the
predicted probability of hospitalization in 1980 for a hypotheti-
cal individual using the estimated coeftlcients in Table B.
Following the characteristics in Table B, suppose the person
is a male, white or other race, reported good health status,
35–54 years of age, income that is 200 to 400 percent of
poverty level, with private health insurance, residing in the
northeast region, and with a usual source of care.

The logarithm of the odds ratio is estimated by summing
the appropriate coefficients from the table. For characteristics
that have two levels, such as sex, either a coefficient will
be included in the sum or nothing will be added. For sex,
for instance, males are the reference group, and the hypotheti-
cal person would not have a coefficient added to the logarithm
of the odds ratio sum. On the other hand, for race the
reference group is the black race, and the hypothetical indl-
vidual would have the coeftlcient ~ = 0.0948 would be
added to the sum.

For characteristics with several levels, the coefficient
for the reference group in the table (enclosed in parentheses)
is zero, while the coefficients for the other groups of the
characteristic are nonzero. Thus, for the hypothetical indi-
vidual reporting good health status, the reference group is
good health status and the health status coefficient for the
person is zero. On the other hand, for type of health care
coverage, the reference group is none or some mixture of
part-year coverages. Because the person has private coverage,
the private insurance coefficient ~ = 0.3468 would be
added to the sum.

The coeftlcients for poverty level must be handled in
a slightly different way. The coefficient for the group with
income that is 700 percent or more of the poverty level
is determined by adding the negative value of the sum of
the other coefficients to the logarithm of the odds ratio.
For the hypothetical person with income 200400 percent
of the poverty level, the contribution of poverty level to
the logarithm of the odds ratio for that person would be
s~mply the value of the coefficient for that group, i.e.,
/3 = – 0.0728. If the hypothetical person had an income
that was 700 percent or more of the poverty level the
contribution of poverty level would be – (O.1483 + – 0.0728
i- –0.1191) = -0.0436.

Once the coefficients of each separate characteristic are
determined and combined, the estimated logarithm of the
odds ratio is calculated by adding the sum of coeftlcients
to the constant term. This coefficient represents the effect
for a person who has all the reference group characteristics.
Thus, the logarithm of the odds ratio for the hypothetical
individual is computed as the sum of the coet%cients for

the constant term, for the white and other race category,
for the category with income 200400 percent of the poverty
level, for private insurance coverage, and for persons with
a usual source of care:

(- 2.9031)+ (0.0984)+ (-0.0728)+ (0.3468)+ (-0.0608)

= – 2.5915.

The last step to obtain a predicted probability of hospitali-
zation for the hypothetical individual is to take the natural
exponent of the logarithm of the odds ratio to obtain the.
estimated odds ratio:

[~/(1 –8)] = exp (– 2.5915) = 0.0749.

Finally, the estimated odds ratio is converted to an estimated
probability as

0.0749B= = 0.0736.
1 + 0.0749

That is, the hypothetical individual has predicted probability
of hospitalization in 1980 of 7.4 percent.

The logistic regression coefficients for these indicator vari-
ables can also be interpreted in terms of a ratio of odds.
For example, using the three indicator variables for age, the
function e ~ is the ratio of the odds of hospitalization for
an individual under 35 years of age to the corresponding
odds that an individual 35–54 years of age is hospitali~d.
In Table B, this odds ratio is 1.1630 suggesting that persons
under 35 years of age have approximately 16 percent higher
odds of hospitalization than psons 35-54 years of age.

The logistic regression coefficients presented in this report
were computed using a program for logistic regression analysis
in the OSIRIS statistical software system (Computer Support
Group, 1982) called DREG (Dichotomous REGression). The
program uses an iterative maximum likelihood method to
estimate the logistic regression coeftlcients and has a feature
that incorporates sampling weights directly into the estimates.
The program also estimates standard errors for the logistic
regression coefficients, but these estimated standard errors
are computed under the assumptions of simple random
selections.

At present, there is no accessible software for estimating
the staqdard errors of logistic regression coefficients under
a complex sample design. An ad hoc procedure was used
to adjust the estimated standard errors from the DREG program
to account for the complex NMCUES sample design. For
each logistic regression model, the identical model was esti-
mated using standard regression methods for complex sample
designs in which estimated standard errors are computed
by balanced repeated replication methods (Frankel, 1974).
For each coefilcient, the ratio of the actual standard error
to the corresponding standard error computed under the as-
sumptions of independent sample selection is computed. As-
suming that the same ratio for logistic regression coefficients
is similar, the estimated standard errors from the DREG
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program were multiplied by the ratio from the standard regres-
sion method to obtain an adjusted standard error for the
logistic regression coefficient.

These adjusted standard errors were used to create confi-
dence intervals for the estimated odds ratios computed from
the logistic regression coefficients. For each coefficient, a
95-percent confidence interval was computed by adding to
and subtracting tlom the estimated coefficient 1.96 times
the adjusted standard error. The upper and lower confidence
limits for the logistic regression coefficients, & and &,
were then converted to upper and lower confidence limits
for the odds ratio by the transformations epu and ePL. For
example, in Table B, the estimated odds ratio for persons
under 35 years of age (relative to persons 35-54 years of
age) is 1.1630 with 95-percent confidence limits from 1.0321
to 1.3105. Thus, with 95-percent confidence one can conclude
that the odds of being hospitalized for an individual” under
35 years of age are greater than for an individual” 35-54
years of age.

Finally, in standard regression analysis a useful measure
for assessing the goodness of fit of the model to the data
is the proportion of variance explained by the model, referred
to as the multiple correlation coefllcient or R2; A parallel
measure can be developed for the logistic regression methodol-
ogy. For each individual in the sample, the probability that
that individual was hospitalized, for example, can be estimated
from the logistic regression coefficients by substituting the
indhidual’s values for each Xi into the model, computing
the log odds of hospitalization for that individual, and convert-
ing the log odds into the corresponding probability, For
a particular individual, suppose that they were hospitalized,
i.e., Y = 1. The probability that this individual was hos-
pitalized under the logistic regression model can then be
computed. Similarly, for every other individual in the sample,
the probability that they were hospitalized or not hospitalized,
as the case may be for each person, can be computed.

Probabilities close to one denote that the predictive power
of the model is good for that individual, while probabilities
close to zero suggest that the predictive power of the model
is poor.

As an overall assessment of the predictive power of
the model, a mean of the predictive powers for all sample
individuals can be computed. In this case, a simple average
is not appropriate since the logistic regression model operates
on a logarithmic scale rather than a linear one as in the
standard regression method. Let ~(Yi = yi) denote the
predicted probability from the logistic model that for the ith
individual yi is the observed value. The predictive power
of the model over all individuals can be computed as the
geometric mean of these probabilities,

lr -
“— 1 1

‘7TF(Yi=)’J “n,

where n denotes the sample size. If all individuals’ observed
values are predicted well from the model, the probabilities
P(Yi = yi) will be close to one and t will be close to
one. Since 6 is a measure of how well the model fits the
data, then +, = 1 - + can be used as a measure of
the error associated with the model.

Without any of the predictors Xl, X2, . . . , XP, the
logit of Y would be predicted by an intercept-only model,
The importance of the X/s to prediction of the logit of Y can
be assessed by examining how much of the predictive error
for the mean-only model is accounted for when the predictors
X,$ X2,..., Xp are added to the model. The proportion
of predictive error ;e accounted for by the addition of these
predictors is a measure corresponding to the multiple correla-
tion coefficient R2 in standard regression analysis. Such a
measure was used in this report to examine alternative models
and assess whether the predictors were adding predictive
power to the model.
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Appendix 9V
Sampling Errors

The NMCUES sample was one of a large number of
samples that could have been selected from the U.S. civilian
noninstitutionalizedpopulationusingthe samesamplingproce- ‘
dures. Each of the possible samples could have provided
estimates that differ from sample to sample. The variability
among the estimates from all the possible samples that could
have been selected is defined to be the standard error of
the estimate, or the sampling error. The standard error may
be used to assess the precision of the estimate itself by
creatinga confidenceinterval.These intervalshave a specified
probabilitythat the averageestimateover all possible samples
selected from the populationusing the same samplingproce-
dureswillbe in the interval.

Preparationof sampling errors for every estimate in this
report is a sizeable task, A more difficult task, though,
is to find a way to present sampling error estimates that
would not greatly increase the length of the report or would
not make it difficult to distinguish the estimates from their
standard errors in a single table, Rather than compute and
display standard errors for every estimate in this report,
standard errors were computed for a subset of estimates,
A set of functionswas fitted to these estimatedstandarderrors
to determinewhether a model could be identified that would
allow computation of standard error using the fimction that
wouldbe reasonablycloseto theestimatedstandarderror.

This appendix is designed to provide the reader of the
report with these summary formulae derived from the esti-
mated standard errors, which can be used to approximate
the standard error for any given estimate in the report, The
formulaehave been designed to allow the reader to compute
an estimated standard error using an electronic calculator
with basic arithmetic operators and a square root function,
The computedestimate will be an averageor smoothedesti-
mateof the actualstandarderrorof the estimate,

The formulae for standard error estimates are presented
for threetypesof estimatesfoundin thereporb

1, Totals or aggregates (e.g., total charges for ambulatory
visitsmadeduring 1980;totalpersonyearsformales),

2. Means(e.g., meanchargeperambulatoryvisit),
3. Proportionsand percents (e.g., percentof personshaving

nohospitalizationsduring 1980),

The readeralso may be interestedin makingcomparisons
between point estimates from two different subgroups of
the population. Formulae are also given for computing stan-
dard errors for two types of comparisons that are made
in this repoti

a. Comparisonsof two mutually exclusive subgroups(e.g.,
comparing the percent of females who were low users
of hospital services and the percent of females who
were high users, where low-userand high-usersubgroups
haveno membersincommon),

b. Comparisons between a subgroup and a larger group
in which the subgroup is contained (e,g,, comparing
the meanchargeper hospitalday for high usersof hospital
servicesandfor allusersof hospitalservices).

The standard error of a difference is based on the standard
error of the totals, means, proportions, or percentsof interest
and ignores certain covariancesbetween estimates that typi-
cally are small relative to the standarderrors of the estimates
themselves.

The standard errors calculated from the formulae in this
appendixcan be used to form intervals for which confidence
statementscan be madefor estimatesfromall possiblesamples
drawn in exactly the same way as NMCUES.The confidence
level is determinedby multiplyingthe estimatedstandarderror
by a constantderivedfrom the standardizednormalprobability
distribution. In particular, for the estimate d with estimated
standarderrorS&,the upper limit for a (1 - rx)x [O&percent
confidence interval can be formed by adding z~z times
S~to 8; t$e lower limit is formed by subtractingz ~lztimes
S~from d. The value of z~z is obtained from the standard
normal probability distribution. For example, a 95-percent
confidence interval corresponding to u = 0.05 can be
formed with 2..025= 1.96; a 99-percentconfidence interval
(i.e., LX= 0.01) uses zo,m5= 2,346, Illustrations of these
calculations are provided in the discussion section for each
formula, ,

A final feature of such confidence intervals for com-
parisons of estimates between two subgroups is the ability
to make inferenceabout whether the differenceis statistically
significant. If a (1 - a) X 100-percentconfidence interval
does not include the value zero, one can conclude that the
differenceis significantlydifferentfromzero.

‘IMals

Let j denote the estimated total or aggregate for which
a standarderror is desired. The standarderror for the estimate
canbe calculatedbytheexpression

‘$=[ay+by’l””
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where a and b are constants chosen from Table V for the
particular estimate of interest. This formula was derived from
a study of the relationship between the estimated total j and
its standard error Sjzin which a parabolic or quadratic relation-
ship was observed.

As an illustration of the use of this formula, suppose
that the standard error of the estimated number of persons
having no ambulatory visits during 1980 is needed. From
Table 1, j = 46,716,000, the estimated total number of
person years accumulated in 1980 by persons having no am-
bulatory visits during 1980. From Table V, we obtain the
coefficients a = 25,011 and b = 0.00048043 to use in
the formula to calculate the standard error of j. The estimated
standard error is then computed as

[
~= (25,011)(46,716,030) + (0.00048043)(46,716,000)2 1/21

[ 1= (1.1684X 1012) -t (1.0484X 1012) ‘/2

= 1,488,925.

This estimated standard error for the total j can be used
to create confidence intervals for the number of persons having
no ambulatory visits. For example, a 68 percent confidence
interval can be obtained by adding and subtracting the standard
error from the estimate. In this case, in 68 out of 100 samples
drawn exactly in the same way as the NMCUES, the estimated
number of persons having no ambulatory visits during 1980
will be between 45,227,075 and 48,204,925. SimihrIy, a
95 percent confidence interval can be obtained by adding
and subtracting from the estimate 1.96 times the standard
error. Thus, for 95 out of 100 samples drawn in the same
way as the NMCUES, the estimated number of persons having
no ambulatory visits would be between 43,797,707 and
49,634,293.

Table V

Coefficients for standard error formula
for estimated aggregates or totals

Estimator a b

Person years . . . . . . . . . . . . 2.5011 X 104 4.8043 x 10-4

Charges . . . . . . . . . . . . . . . . 1.0986x 10s 4.5524x 10 ‘4

Visits or acquisitions . . . . . . . 4.6408 X 102 5.7634x 10- ‘

Means

A number of means for different types of measures are
presented in this report. Despite the variety of measures pre-
sented, a single formula is recommended for calculating an
estimated standard error for a mean. The formula given here
is based on the assumption that the standard error of the
mean is determined by two quantities, the population variance
and the effect of the sample design on the variances. The
population variance for weighted survey data with weights
w~is estimated as

(n-l)~wi

where n is the size of the sample, yi denotes the value of
the characteristic Y for the ith samp~ person, and j is the
weighted sample mean. The effect of the sample design on
the variance of a sample mean is called the design effect
or ‘deff’ (Kish, 1965), and is often expressed as

deff = (1 -t- [(da) - 1] rob) ,

where a is the number of clusters in the sample design and
roh is a measure of within cluster similarity among observa-
tions from the same cluster.

The formula recommended for estimating the standard
error of a mean in this report is a function of both the estimated
population variance and the design effect. In particular, the
estimated standard error for a mean Ycan be calculated as

[
Sj = deff” ~

n 1
[

.

= ‘1+ ( 1,79;,637
- l)roh) $]1’2,

where ii is the estimated population total for the subgroup
under consideration and 1,795,637 represents the number of
clusters (a = 138) times the average basic person weight. Con-
sequently, A/l ,795,637 is an estimator for n/a in the expression
for deff. The values of roh and .fz for a variety of means
appearing in this report can be obtained from Table VI. The
table provides, for example, values of roh and f2 for mean
charges and mean utilization measures of various types.

As an illustration, suppose that the standard error of the
mean number of hospital days for high users of hospital services
is needed. From Table 1, j = 38.5, and from Table VI
under the entry for ‘Mean visits per person, Hospital days’
the values roh = 0.013098 and f2 = 8.5018 X 105 are
obtained. There were an estimated fi = 3,837,000 persons
who were high users of hospital services. Substituting these
values into the expression for SY,

.
[

[1 + (2.1368 - 1)(0.013098)] (0.22157)] 1/2

= [(1.0149) (0.22157)]1/2

= 0.47420.

That is, the standard error of the mean number of hospital
days for persons with high use of hospital services is 0.5.

Approximate confidence intervals may be conkructed for
the population mean by adding to and subtracting from the
estimated mean a constant times the estimated standard error.
For example, to form a 95-percent confidence interval for
the estimated mean number of hospital days for persons with
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TableVl

Values of mhand &for
standard error formula for estimated means

Estimator roh P

Mean charge per visit

Ambulatory visits . . . . . . . . . . . . . . . . . . . 0.018777 2.4613x 107
Hospifal days . . . . . . . . . . . . . . . . . . . . . . 0.018777 1.9936XIOS
Prescribed medicationa . . . . . . . . . . . . . . 0.018777 3.6099X 105

Mean visits per person

Ambulatory visits . . . . . . . . . . . . . . . . . . . 0.046246 1.6398 X 106
Hosp”kddays . . . . . . . . . . . . . . . . . . . . . . 0.013088 8. W18X105
Prescribed medications . . . . . . . . . . . . . . 0.046246 1.6651x 106

Mean charge per person

Ambulatory visits . . . . . . . . . . . . . . . . . . . 0.029644 2.5650 x 109
Hospitai atays . . . . . . . . . . . . . . . . . . . . . . 0.029644 6.1652 X 10’0
Prescribed medications . . . . . . . . . . . . . . 0.029644 2.4323 X 1&

high use of hospital services, 1.96 times the estimated standard
error is added to and subtracted from the estimated mean
j = 38.5. In this case, the 95-percent interval ranges horn
37.6 t039.4.

When the estimated sample size is about the same size
or smaller than the constant 1,795,637 in the standard error
formula, the design effect effectively becomes equal to one.
Thus, when ii < 1,795,000, the design effect portion of
the standard error formula is not necessary, and the estimated
standard error can be calculated simply as

Sf=[1j2/~ 1/2

where 32is again chosen from Table VI.

Proportions and Percents

The standard error of a proportion is computed using
a formula similar to that recommended for the standard error
of a mean. Let ~ denote the estimated proportion for which
a standard error is needed. The standard error for~ is calculated
as

s;=
[ (1+( “ - (1 –p) ]/2

1,79;,637 – 1 ) l-oh) 13’012; 1 Y
where fi is the estimated sample size on which the proportion
is based, roh is a value selected from Table VII, and the
constant 13,012 is the average time-adjusted weight for all
persons in the sample. For proportions, the population variance
can be estimated simply as

$2= jj(l –j),

and hence, can be estimated dkectly from the sample propor-
tions themselves (i.e., no value of $2 is needed in
Table VII). The design effect, the ratio of the actual sampling
variance for the estimated proportion to the variance that
would be achieved for a simple random sample of the same

size, is calculated for proportions in the same way it was
calculated for means.

As an illustration of the use of the formula for So,
consider obtaining the standard error for the proportion of
persons @ = 0.572) who had no ambulatory visits during
1980 and rate their health as excellent (see Table 18). To
calculate the standard error for percents, the same formula
may be used as for proportions, after the percent has been
divided by 100. There are an estimated rl = 46,716,000
persons having no ambulatory visits (see Table 18), and
roh = 0.0057805 is obtained from Table VII. Substituting
these values into the formula forSfl,

s;=
[[

46,716,000
1 + ( 1,795,637 - 1) (0.0057805)]

13,012 ”(0.572)(1 –0.572) l/z
46,716,000 1

[[1+(25.016)(0.0057805)] ~3;?:;& 11/2
=

[ 1= (1. 1446) (6.8189x 10-5) lfi

= 0.(X388345.

Because St= 0.0088345 is the estimated standard error for
the proportion j= 0.572, simply multiply SO by 100 for a
standard error of 0.88345 for the percent 57.2.

An approximate 95-percent confidence interval for the
percent can now be calculated by adding to and subtracting
from the estimated percent 1.96 times the estimated standard
error. In t.hk case, the 95-percent interval ranges from 55.5
to 58.9 percent of those persons having no ambulatory visits
during 1980 rating their health as excellent.

When the estimated sample size is less than or equal
to 1,795,637, the design effect is close to one and the formula
can be simplified to

SA= 13,012fi (1–j) 1/2

P [ i 1
as described for the standard error of a mean in the previous
section. For example, 88.1 percent of persons 65 years of
age or over having high use of hospital services during
1980 received Medicare supplemented by other health care

Table W

Values of roh for standard error
formulator estimated proportions

Estimator roh

Person years

Proportion ofusera ofhospital days.. . . . . . . . . . . . . . . . . . . . 0.0057805
Proportion of users of ambulatory services . . . . . . . . . . . . . . . 0.0057605

Proportion of users of prescribed medicines . . . . . . . . . . . . . . 0.0057605
Demographic subgroups (e.g., age, race, sex) . . . . . . . . . . . . 0.069992
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coverage (see Table 14). For the ii = 1,580,000 estimated
persons in this subgroup (see Table 14), the standard error
of the proportion associated with this percent is estimated
as

[
13,012s(0.881)(1 -0.881) 1/2= 0029384

1,580,000 1
A 95 percent confidence interval for the estimated percent
is calculated by multiplying this estimated standard error by
100”(1.96) = 196 and adding the result to and subtracting the
result from the percent. Thus, the 95 percent interval ranges
from 82.3 to 93.9 percent,

Mutually Exclusive Subgroup Differences

Many comparisons between the same estimate for two
diffe~entAsub~roupsin the population are made in this report.
Let d= 0, – 62 denote the difference between two subgroup
estimates, where jl and t?2are the estimates for the two
subgroups. For example, suppose that the proportion of per-
sons with high use of hospital services having family incomes
less than $15,000 is to be compared with the proportion
of persons with low use of hospital services having family
incomes less than $15,000 (see Figure 5). Then,
@l=~1 =0.564 for high users, &=$2=0.408 for low
users, and d= ~1 -$2= 0.156. The standard error of this
difference is computed as

where S2#, and S2J; are the estimated sampling variances for
dl and &, respectively. (This formula ignores the nonzero
covariance between @land 42 that arises in complex samples
such as the NMCUES. This covariance is typically positive and
small relative to the variances themselves. Ignoring the
covariance will result in standard errors for differences that are
on average somewhat larger than the actual standard errors.)

From Table 5, Al = 3,837,000 and t’iz = 5,242,000,
and from Table VII, roh =0.0057805. Hence,

SA =
[[

3,837,000
PI 1 + ( 1,795,637 - 1) (0,0057805)]

13,012”(0,564)(1 - 0,564) liz
3,837,000 1

= 0.028972.

f$A =P2 [[ 1 + ( 1,795,637
5’M2’~ -1) (0.0057805)]

13,012”(0,408)(1 - 0.408) l/Z
5,242,000 1

= 0.024621.

Hence, the standard error of the difference is computed as

[ 1S2 = (0.028972)2+ (0.024621)2 1/2= 0.038021.

This standard error can be used to form an approximate
confidence interval for the difference in the same manner
described previously for estimates of totals, means, propor-
tions, and percents. In this instance, the 95 percent confidence
interval is from 0.081 to 0.231. Since this interval does not
include the value zero, one could conclude with 95-percent
confidence that the proportion of persons having family in-
comes less than $15,000 differ for the two use groups. In
other words, the chances are on]y 5 out of 100 that the
difference over a large number of identical surveys will be
equal to zero.

Subgroup to Total Group Differences

Another type of comparison made in this report is between
an estimate for a subgroup and the s:me e:timate for a group
which contains the subgroup. Let ~= 01 - fl~denote the differ-
ence between a subgroup estimate and the estimate for a
group in which the subgroup is contained, where 6fl is the
subgroup estimate and ~~ is the estimate for the larger group.
The standard error of the difference is computed as

[ 1s;= s;, 1– (A,/f?T) 1/2,

where $~1denotes the standard error of the estimator @l, and
fil and tl~ denote the estimated sample sizes for the subgroup
and for the larger group, respectively. (This formula is based
on an assumption that the ~covariance between ~1 and #r
is the same as the variance of 61(i.e., Sjl). This assumption re-
sults in an estimated standard error for the difference that
is on average somewhat larger than the actual standard error,)

For example, suppose that the standard error of the differ-
ence between the proportion of high users of ambulatory care
living in the South and the proportion of all persons living
in the South is needed. From Table 9, ~1=#1 = 0.208,
d~=fi~=0,312,111= 10,024,000, and fi~= 222,824,000. Using
the formula for estimating the standard error of the proportion
and the value from Table VII (i .e,, roh = 0.0057805),

[
Sfi , = [1 + ( 1~~9~,6~9 - 1) (0,0057805)]

13,012 ”(0,208)(1 -0.208) ltz
10,024,000 1

= 0.014816.

Hence, the” standard error of the difference, d= 0.208
–0,312= -0.104, is computed as .

[ 1-0,014816 1- (10,024,000/ 222,824,000) 1/2=0.014479,S$-

A 95-percent confidence interval can be constructed for
the difference by adding to and subtracting from the estimated
difference 1,96 times the estimated standard error of the differ-
ence. In this instance, the 95-percent confidence interyal is
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from – 0.132 to – 0.076. One would conclude with 95-percent, in the South, because this confidence interval does not include
confidence, that fewer high users of ambulatory care live zero.
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Appendix V
Definition of Terms

Age—The age of the person as of January 1, 1980.
Babies born during the survey period were included in the
youngest age category.

Ambulatory care visit—A direct personal exchange be-
tween an ambulatory patient and a health care provider. The
visit may have taken place in the provider’s oftlce, hospital
outpatient department, emergency room, clinic, health center,
or the patient’s home. Services may have been rendered by
a physician, chiropractor, podiatrist, optometrist, psychologist,
social worker, nurse, or other ancillary personnel.

Average length of stay-The average length of stay is
the total number of hospital &ys accumulated at time of
discharge by patients discharged during the year divided by
the number of patients discharged.

Bed-disability alzy-A bed-disability day is one in which
a person stays in bed for more than half of the daylight
hours because of a specific illness or injury. All hospital
days for inpatients are considered to be bed-disability days
even if patient was not actually in the bed at the hospital.

Condition-Any entry on the questionnaire that describes
a &parture from a state of physical or mental well-being.
It is any illness? injury, complaint, impairment, or problem
perceived by the respondent as inhibiting usual activities or
requiring medical treatment. Pregnancy, vasectomy, and tubal
ligation were not considered to be conditions; however, related
medical care was recorded as if they were conditions. Neo-
plasms were classified without regard to site. Conditions,
except impairments, are classified by type according to the
Ninth Revision of the International Classification of Diseases
(World Health Organization, 1977) as modified by the National
Health Interview Survey Medical Coding Manual (NCHS,

‘ 1979); these modifications make the code more suitable for
a household interview survey. Impairments are chronic or
permanent defects, usually static in nature, that result from
disease, injury, or congenital malformation. They represent
decrease or loss of ability to perform various functions, particu-
larly those of the musculoskeletal system and the sense organs.
Impairments are classified by using a supplementary code
specified in the coding manual. In the supplementary code,
impairments are grouped according to type of functional im-
pairment and etiology.

Disabili~Disability is the general term used to describe
any temporary or long-term reduction of a person’s activity
as a result of an acute or chronic condition.

Disability day-Short-term disability &ys are classified
according to whether they are days of restricted activity, bed-
disability days, hospital days, or work-loss days. All hospital

days are by ‘&finition days of bed disability; all days of
bed disability are by definition days of restricted activity.
The converse form of these statements is, of course, not
tree. Days lost from work applies only to the working
population, but these too are days of restricted activity. Hence,
restricted-activity days is the most inclusive term used to
describe disability days.

Education of head of family-The years of school com-
pleted by the head of family, when the family head was
17 years of age and over. Only years completed in regular
schools, where persons are given a formal education, were
included. A “regular” school is one that advances a person
toward an elementary or high school diploma or a college,
university, or professional school degree. Thus, education
in vocation, trade, or business schools outside the regular
school system was not counted in determining the highest
grade of school completed.

Family--A group of people living together related to each
other by blood, marriage, adoption, or foster care status. An
unmarried student 17–22 years of age living away tlom home
was also considered part of the family even though his or her
residence was in a different location during the school year.

Family head-At the time of the first interview, the
respondent for the family was asked to designate a “family
head.” If no head was designated or this information was
missing, a family head was imputed.

Family income in 1980-Each member of a family is
classified according to the total income of the family of
which he or she is a member. Because some persons changed
families during the year, their family income is defined as
the income of the family they were in the longest. If a
family did not exist for the entire year, the family income
is adjusted to an annual basis by dividing actual income
by the proportion of the year the family existed. Unrelated
persons are classified according to their own income. For
each person, 12 categories of income were collected, including
income from employment for persons 14 years of age and
over and income from various government programs, pen-
sions, alimony or child support, interest, and net rental in-
come. Where information was missing it was imputed. For
persons who were members of more than one family, their
total income was allocated to each family in proportion to
the amount of time they were in that family.

Health care coverage—Twelve mutually exclusive
categories of health care coverage were developed. Because
of the importance and extent of Medicare coverage for persons
65 years of age and over, the population was first divided
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into those under 65 years of age and those 65 years of
age and over. For persons under 65 years of age, coverage
is divided into four mutually exclusive categories: Coverage
all year from a single source, coverage all year from a
mixture of sources, coverage only part of the year, and
no health care coverage. For those under 65 years of age
and covered all year from a single source, three subcategories
of coverage were designated: Private insurance only, such
as commercial carrier or Blue Cross; Medicaid only, and
other public programs includlng Medicare, CHAMPUS/
CHAMPVA, Indian Health Service, and other programs cover-
ing the cost of health care. Persons in the part-year-coverage
category had health care coverage under either a private
insurance policy or a public program, but the coverage dld
not extend throughout the year.

People 65 years of age and over are partitioned into
two major coverage categories: Those covered by Medicare
and not covered by Medicare. The former group is subdivided
into persons having only Medicare coverage, those who have
supplemented their Medicare with private policies, and those
who are covered not only by Medicare but also by Medicaid,
the Indian Health Service, or other public program.
The second subgroup, those not having Medicare, is divided
into persons who have some other type of health care coverage,
whether private or public, and those who have no coverage

,.atall.
For the multivariate analyses, categories that do not distin-

guish between age groups were formed, as follows:

Multiple Public Coverage by more than one public pro-
gram during the yew, in most, but not all cases denotes
simultaneous coverage by two programs, such as coverage
by both Medicare amd Medicaid at the same time.
Single Public: Coverage by only one public program,
either Medicare, Medicaid, Indian Health Service,
CHAMPUS, or other government program.
Private and Public: Coverage during the year by at least
one private insurance plan and at least one public program;
in most cases both types of coverage overlay for at
least part of the year.
Private Only: Coverage during the entire year by private
insurance only.
None or othec Includes those with no health care coverage
during the yew, those with coverage for part of the
year by only one source, and, for those 65 years of
age and over, coverage other than Medicare.

Hospital admission-The formal acceptance by a hospital
of a patient who is provided room, board, and regukw nursing
care in a unit of the hospital. Included as a hospital admission
is a patient admitted to the hospital and discharged on the
same day. Also included is a hospital stay resulting from
an emergency department visit.

Hospital days—l%e total number of inpatient days ac-
cumulated at time of discharge by patients discharged from
short-stay hospitals during a year constitute hospital days.
A stay of less than 1 day (patient admission and discharge
on the same day) is counted as O days in the summation
of hospital days. For patients admitted and dkcharged on

different days, the number of days of care is computed by
counting all days from (and including) the date of admission
to (but not including) the &te of discharge.

Hospital outpatient department visit—A face-to-face en-
counter between an ambulatory patient and a medical person.
The patient comes to a hospital-based ambulatory care facility
to receive services and departs on the same day. If more than
one department or clinic is visited on a single trip, each depart-
ment or clinic visted is counted as a separate visit.

Household-Occupants of a housing unit or group quarters
that was included in the sample. This could have been one per-
son, a family of related people, a number of unrelated people,
or a combination of related and unrelated people.

Housing unit—A group of rooms or a single room oc-
~cupied or intended for occupancy as separate living quarters:
that is, (1) the occupants did not live and eat with any other per-
sons in the structure, and(2) there was either direct access ffom
the outside or through a common hall, or there were complete
l@chen facilities fortheuse of the occupants only.

Key person—A key person was (1) an occupant of a na-
tional household sample housing unit or group quarters at the
time of the first interview; (2) a person related to and living with
a State Medicaid household case member at the time of the fwst
interview; (3) an unmarried student 17–22 years of age living
away from home and related to a person in one of the first two
groups; (4) a related person who had lived with a person in the
first two groups between January 1,1980, and the round 1inter-
view, but was deceased or had been institutionalize~ (5) a baby
born to a key person during 198@ or (6) a person who was liv-
ing outside the United States, was in the Armed Forces, or was
in an institution at the time of the round 1interview but who had
joined a related key person.

Limitation of activiQ—A functional limitation score was
developed for classifying limitation of activity. It ranges fkom
O, indicating no limitation of activity, to 8, meaning severe
activiiy limitation, and 9, indicating death during the survey
period. The functional limitation score was developed from
responses to a battery of questions designed to assess ability
to perform various common functions such as walking, driving
a car, and climblng stairs. For NMCUES, these questions
were asked of persons 17years of age and over.

Mean charge per unit of service-The arithmetic mean
calculated from charges reported by the household respondent
without consideration for the amount actually paid or the
source of payment. Zero charges were assigned to service
units that the household reported as free from the provider
in response to three separate questions.

Nonkey person—A person related to a key person who
joined him or her after the round 1 interview but was part of the
civilian noninstitutionalized population of the United States at
the date of the first interview.

Patient-A person formally admitted to the inpatient ser-
vice of a short-stay hospital for observation, care, diagnosis,
or treatment. In thk report the number of patients refers to
the number of discharges during the year, including any multi-
ple discharges of the same individual from one or more short-
stay hospitals. The terms “patient” and “inpatient” are used
synonymously.
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Per capifa charges-calculated by dividing the total
charges by the number of people in the reference population.

Perceived health status-The family respondent’s
judgment of the health of the person compared with others
the same age, as reported at the time of the fnst interview.
The categories were excellent, good, fair, or poor.

Poverty status—The poverty status in 1980 was calculated
by dividing the person’s family income in 1980 by the appro-
priate 1980 nonfarm poverty level threshold and converting
it to percent. These thresholds, as used by the U.S. Bureau
of Census, are determined by the age and sex of the family
head and the average number of persons in the family.

Prescribed medicine acquisitions—The number of times a
person had a prescription filled, regardless of whether it was an
initial filling or a refill of a prescription.

Race—The race of people 17 years of age and over
reported, by the family respondent the race of those under
17 years of age derived from the race of other family members.
If the head of the family was male and had a wife who was
living in the household, her race was assigned to any children
under 17 years of age. In all other cases, the race of the
head of the family (male or female) was assigned to anY
children un&r 17 years of age. Race is classified as “white,”
“black,” or “other.” The “other” race category includes Ameri-
can Indian, Alaskan Native, Asian, Pacific Islan&r. The cate-
gory “white and other” includes the categories “white” and
“other.”

Region—NORTHEAST. Maine, New Hampshire, Ver-
mont, Massachusetts, Rhode Island, Connecticut, New York,
New Jersey, Pennsylvani& NORTH CENTRAL: Michigan,

Wisconsin, Ohio, Indiana, Illinois, Minnesota, Iowa, Mis-
souri, North Dakota, South Dakota, Nebraska, Kansw,
SOUTH: Delaware, Maryland, District of Columbia, Virginia,
West Virginia, North Carolina, South Carolina, Georgia,
Florida, Kentucky, Tennessee, Alabama, Mississippi, Arkan-
sas, Louisiana, Oklahoma, Texas; WEST Montana, Idaho,
Wyoming, Colorado, New Mexico, Arizona, Utah, Nevada,
Washington, Oregon, California, Alaska, Hawaii.

Reporting wzit—’l%e basic unit for reporting data in the
household components of NMCUES. A reporting unit con-
sisted of all related people residing in the same housing&it or
group quarters. One person could give information for all mem-
bers of the reporting unit.

Restricted-activity a%y-A restricted-activity day is one
on which a person cuts down on his usual activities for the
whole of that &y because of an illness or an injury. The
term “usual activities” for any day means the thhgs that
the person would ordhwily do on that day. A day spent
in bed or a day home from work because of illness or injury
is, of course, a restricted-activity day.

Round-A round was the administrative term used to de-
signate all interviews that occurred withh a given period of
time and that used the same instruments and procedures.

Work-loss day-A work-loss day is a day on which a
person did not work at his or her job or business because
of a specific illness or injury. The number “ofdays lost from
work is determined only for persons 17 years of age and
over who reported that at any time during the survey period
they either worked at or had ajob or business.
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