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Profile

An Interview with Francis S. Collins, M.D., Ph.D.
Director, National Human Genome Research Institute

Francis S. Collins, M.D., Ph.D., is a physician–geneticist and the Director of
the National Human Genome Research Institute, of the National Institutes of
Health. In that role, he oversees the Human Genome Project, a 15-year proj-
ect aimed at mapping and sequencing all human DNA. Many consider this
the most important scientific undertaking of our time. The project is currently
running ahead of schedule and under budget, and all of the original goals
will be completed in April, 2003.

Collins was raised on a small farm in Virginia and was home-schooled
until the sixth grade. He obtained his undergraduate degree in chemistry at
the University of Virginia and went on to obtain a Ph.D. in physical chem-
istry at Yale University, and a medical degree at the University of North Car-
olina. After a residency and chief residency in internal medicine in Chapel
Hill, he returned to Yale for a fellowship in human genetics, where he worked
on methods of crossing large stretches of DNA to identify disease genes. He
continued to develop these ideas after joining the faculty at the University of
Michigan in 1984. This approach, for which he later coined the term “posi-
tional cloning,” has developed into a powerful component of modern molec-
ular genetics, as it allows the identification of disease genes for almost any condition, without knowing ahead
of time what the functional abnormality might be.

Together with Lap-Chee Tsui and Jack Riordan of the Hospital for Sick Children in Toronto, Canada, his
research team identified the gene for cystic fibrosis using this strategy in 1989. That was followed by his group’s
identification of the neurofibromatosis type 1 gene in 1990, and a successful collaborative effort to identify the
gene for Huntington’s disease in 1993. That same year, Collins accepted an invitation to become the second di-
rector of the National Center for Human Genome Research, following in the footsteps of James Watson. In that
role, Collins has overseen the successful completion of all of the Genome Project’s initial goals, including the
imminent completion of the sequencing phase. In addition, Collins founded a new NIH intramural research pro-
gram in genome research, which has grown to become one of the premier research units in human genetics in
the country. His own research laboratory continues to be vigorously active, exploring the molecular genetics of
adult-onset diabetes and other disorders. His accomplishments have been recognized by election to the Institute
of Medicine and the National Academy of Sciences, and by numerous national and international awards.
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Dr. Collins, please provide our readers with a 
brief historical journey through your career in
the biosciences.

I have had a very nonlinear career pathway. As a young
high school student, I was primarily interested in chem-
istry. That was the first subject that really caught my at-
tention; it has an intellectual foundation that I found very
compelling. My undergraduate major was chemistry and
my Ph.D. work was in physical chemistry. I avoided bi-

ology by every possible means at my disposal because it
seemed to be a messy, unsatisfying, descriptive science
with no underlying principles. In fact, I was dead wrong,
but it took me a long time to discover that. Only as a
graduate student at Yale, studying chemistry, did I begin
to become dimly aware of the exciting things going on
in biology. I began to realize that DNA, RNA, and pro-
tein provided a very satisfying, digital underpinning for
a science that I had assumed was wholly lacking in such
things.
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I found that revelation very exciting and realized that
my own impressions had been mistaken. I realized, too,
that biology was grabbing my fancy more than was quan-
tum mechanics, which is what I was working on at the
time. So, to keep my options open, and not knowing what
else to do, I went to medical school. That was a terrible
reason to go to medical school, but it worked out fine,
because I loved it. I loved clinical medicine, I loved tak-
ing care of patients, and I loved learning about the intri-
cacies of the body and figuring out how to compensate
when the body is not doing what it is supposed to be do-
ing. Ultimately, I also found medicine very frustrating,
because the level of ignorance about most conditions was
so massive that when I would ask myself, “Am I help-
ing this person by this medical intervention that I’m about
to undertake?” The question was often left hanging in the
air without a clear answer.

Having gotten excited about the underpinnings of bi-
ology—the DNA, RNA, and protein stuff—I began to
believe that this was where the future would lie. Early
on, I became convinced that I wanted to study medical
genetics as a way of bringing medicine and biological re-
search together. That is what I did after completing my
clinical training. I pursued a fellowship at Yale in human
genetics, mostly working at the bench, but also learning
the skills of the clinical geneticist and preparing myself
for an academic career in which I would teach, take care
of patients, and do research. That is very much what I
went on to do at the University of Michigan for nine
years, from 1984 to 1993, and I enjoyed that thoroughly.
Happily, my laboratory was fairly successful and helped
discover the genes for disorders such as cystic fibrosis,
neurofibromatosis, and Huntington’s disease.

Then the call came to see if I was interested in stepping
into those very large shoes previously occupied by Jim
Watson and come to lead the Human Genome Project at
NIH. After initially turning it down, because I really wasn’t
interested in moving away from what I was doing, I be-
gan to realize that this was an historic opportunity, one that
would not come along again, and that I must be absolutely,
certifiably crazy to consider turning it down. So, on the
second go-round, I decided to accept the position, and I
came here in 1993 as the director of the project.

You have been credited with coining the term
“positional cloning.” Can you explain for our
readers the basis for this method? For which
diseases has it helped uncover the molecular basis,
and how relevant is it today in defining the basis of
disease?

Positional cloning means finding or cloning a gene by
its position in the genome. That is in contrast to finding
a gene by having an idea of what its function is, which

is the only way we were able to find disease genes up
until the mid-1980s. In the early 1980s, positional cloning
seemed to be prohibitively difficult. The goal was to try
to find something as subtle as a single base pair that was
misspelled in a genome of three billion letters. The like-
lihood of having tools powerful enough to do that seemed
remote indeed.

With the advances of being able to build genetic and
physical maps of the genome, and now, ultimately, se-
quencing the entire genome, those barriers have gradu-
ally come down. At first they came down slowly. Cer-
tainly in the 1980s, when we were chasing the gene for
cystic fibrosis, I had many doubts myself as to whether
this was a wise undertaking for a junior assistant profes-
sor trying to make some kind of plausible attempt at a
career. But with hard work and collaboration with other
very talented scientists, especially Lap-Chee Tsui in
Toronto, we were able to narrow down the territory, us-
ing the tools of genetics, and find a three base pair dele-
tion that was the common cause of cystic fibrosis.

That was a fairly significant event, because it was the
first time that a disease gene had been found solely by
this strategy of positional cloning, without any other
available shortcuts. When you look back on it now, it
seems almost like a trivial exercise. A graduate student
in my lab could probably do it in about two weeks, given
access to DNA samples from affected families, the avail-
able databases, a thermal cycler, and a sequencing ma-
chine. However, that was not the case in the 1980s. Hun-
dreds of disease genes have now been identified using
this strategy, and there is increasing optimism that this
will not only work for diseases inherited in a Mendelian
fashion, but also for common diseases such as diabetes,
asthma, and heart disease, which are much larger con-
tributors to morbidity and mortality.

Estimates for the number of genes encoded by the
human genome have varied from 30,000 to 100,000
or more. Is there a more accurate estimate since the
initial reports? What factors make this number hard
to pin down?

We first have to be clear about the definition of a gene.
If we call a gene a stretch of DNA that codes for a pro-
tein, then the number 30,000 will probably be about right.
Now that we have the mouse sequence and can compare
that to the human sequence—and increasingly, we will
have other genomes coming along, too—a number of the
predictions about genes that were made when we only
had the human sequence can be significantly refined. We
are finding out, for example, that some genes we thought
might be two genes are really only one, or something we
thought was a gene is actually a pseudogene and is prob-
ably not functional at all.
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The number of genes that code for proteins has been
shrinking somewhat since February 2001, when we pub-
lished the initial analysis of the human genome, and that
number was already surprisingly low. The other thing we
have learned, however, particularly in the past year or so,
is that there may be quite a large number of genes that
specify short, noncoding RNAs—RNAs that function in
some way yet to be determined, but that probably play a
significant role in regulation. Some may function as an-
tisense molecules, and some as the real biological equiv-
alent of RNAi—this wonderful way of interfering with
gene expression that has become a tool of the molecular
biologist probably has a counterpart in vivo. If you con-
sider those as genes, and by some definitions they would
be, then there might be thousands more genes, perhaps
even tens of thousands. Yet those are genes that we have
had relatively poor tools to recognize until recently, and
so that question is very much up in the air.

Being able to identify them in the genome sequence is
proving to be the challenge. The best way to identify them
is to catch an RNA that has been made from one of those
DNA sequences, prove its existence, and prove that it has
a biological function and is not just noise. That is a bit
of an issue. It is clear that there is some transcriptional
noise in the system. Finding a single copy of an RNA
floating around in a cell does not mean that it has bio-
logical meaning. The noise in the system has confounded
some of the efforts at enumerating the total complement
of genes. This is an example of how evolution can help
us enormously. If you are going to argue that something
is biologically important, then you would expect that it
would show evidence of conservation over evolutionary
time scales.

Have there been any immediate revelations that have
come from having the entire human genome laid out
before our eyes?

A long list! One of our greatest fears was that there
would not be any, and that our reaction would be, “Oh,
that’s basically what I thought.” What a downer that
would have been! But if you look at the February, 2001
Nature paper describing the initial analysis of the human
sequence, there is a long list of blow-your-socks-off rev-
elations, beginning, of course, with this observation that
there are not nearly as many genes as we thought. The
surprises continued by revealing glimpses of how we get
by with such a short list of genes; alternative splicing,
for instance, is much more frequent than people had pre-
viously estimated. Additionally, looking at the architec-
ture of mammalian proteins led to the discovery that they
are rather complex in the way they are put together, com-
pared to their homologues in simpler species such as yeast
or worms. Mammals have cobbled together more do-

mains into one protein than you usually see in simpler
species, and that may account for our complexity, by al-
lowing proteins to take on multitasking capabilities. On
top of that, the genome sequence has taught us a prodi-
gious amount about the so-called “junk” in the system,
the repetitive DNA that constitutes more than half of the
DNA in our genome. At least some of that “junk” seems
to carry the earmarks of having had a functional contri-
bution; otherwise, it would not have been retained in the
gene-rich regions throughout evolution. That was a big
surprise and caused all of us to reconsider the use of the
word “junk” to describe any part of the genome, since
we seemed to have been wrong about the most repetitive
elements.

We also learned interesting things about mutation
rates. Perhaps the most well cited discovery resulted from
studying the sequence of the Y chromosome, which re-
vealed that compared to the rest of the genome, male mu-
tation rates are twice as high as female mutation rates.
That is, the mistakes made in passing DNA from parent
to child are made twice as often by fathers as they are by
mothers. I have yet to meet a woman who is surprised
by that!

You have said that the haplotype map of the human
genome will be the “personalization” of the genome.
Can you please elaborate on this?

The sequence of the genome was derived from anony-
mous individuals. It did not particularly matter who they
were, because we were focusing on the 99.9% that we
all have in identical form. Our similarities are quite dra-
matic when you consider that 99.9% of my sequence is
the same as yours. But the 0.1% is of profound interest
for medical purposes, because buried within that small
number of differences between individuals must lie the
clues to hereditary susceptibility to virtually all diseases.
We now have the opportunity and responsibility to ex-
plore those differences—to be able to pinpoint who is at
risk for what disease, to use that information to discover
what pathways have gone awry in diseases such as dia-
betes and heart disease, and to develop the therapies of
the future that are based on that molecular understand-
ing.

The principle of studying that set of variations, that
0.1%, and figuring out how they correlate with disease
is an extremely compelling one. But the reality of actu-
ally doing that is extremely daunting. There are an esti-
mated 10 million sites in the genome where common vari-
ations in the sequence exist. Of those 10 million, only a
small fraction, perhaps a few hundred thousand, fall in
places in the genome where they have some consequence,
and only a much smaller fraction of those will be in-
volved in disease. How do we sort this all out? One ap-
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proach would be to develop a catalog of the 10 million
places that vary and to set up very large studies in which
you check each of those sites in perhaps 1,000 people
with the disease and 1,000 people without the disease, in
order to track down which of those variants are associ-
ated with risk. That would be a very powerful approach.
The problem, though, is that it would be prohibitively ex-
pensive.

The haplotype map is a shortcut. It takes advantage of
fundamental features of the human genome. This short-
cut is possible because those 10 million variable places
in the genome are correlated with their neighbors. If you
have a variant in one place—a site, for example, where
I might have a C and you might have a T—and you walk
down the chromosome and come to another variant a cou-
ple thousand base pairs away—where you might have a
G and I might have an A—it turns out that those are not
independent observations. In fact, in general, there is a
rather tight correlation over a distance of 10,000 to 20,000
base pairs, but the exact organization of that correlation
varies from place to place in the genome. We will not
know exactly what the correlation looks like until we go
in and experimentally determine it. That is what the hap-
lotype map is all about—to determine how that correla-
tion works, what the “neighborhoods” look like. If you
knew that, you could simply pick a gold standard subset
of variants that represent the majority of the variation in
the genome and develop a genome search around those.
The positives would tell you that you are in the right
neighborhood, and you could save yourself about a fac-
tor of 20 to 30 in the amount of labor necessary to do
such a study. That begins to bring such studies into the
realm of possibility in the future.

This is a very powerful argument, and I firmly believe
that for medical applications of the genome, having this
haplotype pathway to gene discovery will be a major ad-
vance. The project aimed at generating a haplotype map
is well under way. In October, five countries and nine
laboratories began working on this $100 million project,
and we will reveal a haplotype map covering 80% to 90%
of the genome in as little as three years.

Where do you see the best use of genomic
information derived from the Human Genome
Project?

I see the best use everywhere. I want to see this in-
formation used in every academic laboratory to speed up
the process of making basic science discoveries, and I
want to see it used in the private sector in every imagin-
able way to accelerate the process of developing better
diagnostics and therapeutics, which is what the private
sector does best. It is gratifying to see genomics being
embraced in the biotechnology and pharmaceutical in-

dustries, where it is being applied to transform therapeu-
tic development into a new rational process based on an
understanding of how things really work. That is the
promise that was put forward 12 years ago by the plan-
ners of the project, and it is now coming true.

Although we have the information to begin to make
this possible, do we have the necessary tools?

Yes and no. We have the basic sequence, and it is avail-
able in an absolutely free and unfettered way in the pub-
lic domain. Anybody with Internet access can have im-
mediate access to the information. That was a very
important outcome of the last few years, making sure that
the barriers that might have slowed down the process are
not there. With regard to the tools, we have some of them,
but we need a lot more. Some of those tools are new tech-
nologies that enable us to do very cheap genotyping, so
we can use the haplotype map when it becomes available
to good advantage. We also need tools to enable very
cheap sequencing, so that you and I can have our genomes
sequenced for $1,000 or less, which would radically
transform the way we do research and practice medicine.
We need improved methods for studying gene regulation
using microarrays. Additional methods are needed that
allow us to explore human proteomics, to understand how
pathways work and how proteins touch each other, and
that are scalable to the whole proteome. The goal is to
accelerate the process of figuring out how the parts all
fit together and interact with each other. All of those are
critical needs, and many of those tools are still in the de-
velopment process. For NHGRI, I see that as one of our
most pressing mandates, to make sure we focus on mov-
ing that process along.

What should the role of the National Human
Genome Research Institute be now that the human
genome has been sequenced, and has that role
already been redefined?

NHGRI is on target to unveil a new plan for genome
research this April, which will be bold and ambitious.
Based on the opportunities we have had to try it out on
people, I think we are well on the way to achieving that
goal. The Human Genome Project was originally pro-
posed in 1988 by a National Research Council advisory
panel, and we have followed that blueprint closely and
carefully. To the credit of all the scientists involved, we
have achieved every single one of those original goals,
either on time or ahead of time, and within a budget sub-
stantially less than was projected in 1988. All of the goals
of the Human Genome Project originally envisioned will
be realized by this April, when we will have the human
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genome sequence available in its essentially completed
form on the Internet.

That will be quite a moment of celebration. The com-
pletion of the human sequence will fall in the same month
as the 50th anniversary of Watson and Crick’s discovery
of the double helix. That will also be the month when we
will unveil NHGRI’s plan for the future—a very appro-
priate time to do so. We will be celebrating all that we
have already accomplished and can then ask, “So now
what?” We aim to have a very thorough and inspiring an-
swer to “So now what?” It will include a focus on how
we bring genomics to biology, particularly how we un-
derstand the products of genes, the proteins—what they
do and how they interact with each other. It will also em-
phasize the implications of understanding genetic varia-
tion, and the importance of continuing to define sequence
from many different organisms, because the comparison
of those genomes is incredibly powerful.

This plan will focus much more heavily than was pos-
sible in the past on the application of genomics to med-
icine. The opportunities are now becoming much more
real. There will be a focus on how to make it possible
for academic laboratories to have access to high through-
put screening of small molecule libraries in order to iden-
tify compounds that could be very useful probes of bio-
logical pathways, something which the pharmaceutical
industry does every day as part of identifying lead com-
pounds in drug discovery. I am very excited about try-
ing to promote this transition of the technology, so that
it is not limited to the private sector. That is happening
in a few places, but most researchers outside the private
sector have not had much opportunity to think about how
they would use such tools. This ought to be a major pri-
ority for the next few years. It offers a wonderful op-
portunity for collaboration between academia and the pri-
vate sector, in that the discoveries of small molecules that
are useful as probes for exploring biological pathways
could then become the first step of a drug discovery pro-
gram, which could be done collaboratively with a
biotechnology or pharmaceutical company, speeding up
the process.

Another component of the plan focuses on how to en-
sure the benevolent applications of genomics to society.
This includes a consideration of the consequences of un-
derstanding things about ourselves that are not necessar-
ily directly medical in their implications, but might be
important for understanding behaviors, the differences
between populations, and the complex questions of race
and ethnicity. Other issues we will consider are how ge-
netic information will be used in the legal system and in
deciding who has access to medical care.

Should the institute support the development of new
technologies for genome analysis or concentrate on

making existing technologies as widely available as
possible?

We need to do both. While much technology devel-
opment goes on very effectively in the biotechnology in-
dustry, and we are delighted about that, the earlier steps
in technology development, particularly when it is not
clear how long it will take to develop a financially viable
product, have traditionally gone on in the academic sec-
tor. This needs to be supported even more vigorously in
the future given the importance of these advances in
achieving the outcomes that we have been talking about.
If you look back at the last 10 years, you will find 
examples of how NIH support has been critical in get-
ting such technologies off the ground. The company
Affymetrix, for example, was essentially founded on work
supported by an NIH grant in the early 1990s. At the same
time, NIH has to be realistic about where our investments
can best be made, and we have to recognize that this is
high risk and that a lot of the money one puts into tech-
nology development does not immediately pay off.

What role will sequencing of nonhuman genomes
play in NHGRI, and how does this serve the
institute’s mission of “Improving human health
through genetic research”?

Every new genome sequence gives us a chance to com-
pare that with the growing database of other genomes
and, invariably, we learn something. We learn how those
genomes are all similar, which points you to central func-
tions that living organisms need to be able to carry out,
and also how they are different. We already have a vig-
orous program to allow us to evaluate proposals about
which genomes to sequence next. This program involves
the submission of a White Paper by an investigator or
community of investigators who are interested in seeing
that genome sequenced. Those get reviewed by a peer re-
view committee and are placed into high-, medium-, or
low-priority bins. As sequencing capacity becomes avail-
able in our centers, an organism is picked from the high-
priority bin. We have started sequencing the chicken and
the chimpanzee and relatively soon will begin the cow,
the honeybee, the dog, and a group of fungi.

I find this to be an extremely compelling part of what
NHGRI should be supporting. We are basically able to
look into evolution’s lab notebook and see what has
worked. That is a powerful way to understand gene func-
tion. The challenges are considerable in terms of the com-
putational aspects of learning everything you would like
to once you have six or ten mammalian genomes and you
can line them all up alongside one another. How do you
do that, and do it in a fashion that digs out the most im-
portant information? I think the appetite for sequence will
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grow, and as the cost of sequencing continues to drop,
we should be able to support a lot of this activity with-
out breaking the bank.

Do you believe there are any drugs directly
attributable to genomic sequencing, and what are the
next diseases you believe will yield to therapy by
drugs as a result of the genome project?

There are drugs that have been profoundly influenced
by the availability of gene sequencing, but given the re-
centness of the human genome and the length of the drug
development pipeline, perhaps not yet by genome se-
quencing. Consider a drug such as Gleevec; we would
not have that drug if people had not spent decades un-
derstanding how the translocation between chromosome
9 and 22 results in a fusion protein partly coded by the
bcr gene on chromosome 22 and partly by the abl gene
on chromosome 9. That whole pathway of discovery was
directly based on understanding genetics and involved
gene sequencing as part of the enterprise to figure out
what the target should be. We now have a drug that, by
everyone’s estimation, is considered to be a real “home
run” in the treatment of chronic myeloid leukemia.

Another example is Herceptin. We would not even
have had the idea for that drug had the role of the HER2
receptor not been realized, particularly the fact that it is
amplified in some types of breast cancer. That whole
pathway is also a genomic success, although it came
along prior to our having much of a grasp of the genome
sequence per se. Consider also the work being done at
Human Genome Sciences and other companies that are
focusing drug discovery on cDNA sequences.

How much should the institute focus on low-
prevalence, single-gene disorders versus high-
prevalence, multigenic disorders?

That is an interesting question. The NIH as a whole
has a strong interest in all diseases, and the disease-spe-
cific institutes have generally paid attention to those dis-
orders that are the most high prevalence, because they
are often the major source of morbidity and mortality and
economic losses. But I would not say that rare diseases
have been neglected. The National Human Genome Re-
search Institute has a particularly strong role to play in
the study of rare diseases, and we have recently partnered
up with the Office of Rare Diseases of the NIH to make
this a very robust area of focus. The focus will include
an effort to identify specific rare disorders that are ripe
for a therapeutic advance. Those conditions would not be
likely to get much attention in the private sector, because
they are rare enough that it is unlikely there would be a

viable financial market. But approaching those diseases
as models could be extremely useful, just as approach-
ing the disease familial hypercholesterolemia led to the
discovery of the statins. In this next phase of research, in
which we will be paying specific attention to clinical ap-
plications of genomics, you will see us focusing on rare
diseases that represent paradigms for areas in which ther-
apeutic approaches might now be possible.

What technologies do you think will provide the best
route to “triaging” the genome; that is, identifying
and validating drug targets and weeding out those
genes that are not appropriate for therapeutic
intervention?

I am not sure that anybody knows the answer to that
question. Traditionally, a certain subset of gene products
have been considered to be attractive drug targets because
that “territory” has been well worked out. Whether those
targets are G protein-coupled receptors or kinases, they
are the focus of much attention because assay systems
have been developed and they represent strategies that
have succeeded and for which many of the details have
already been enumerated.

But I think that it would be unfortunate if we limited
ourselves, now with the 30,000 genes of the human ge-
nome and hundreds of thousands of possible protein prod-
ucts in front of us, to the gene families with which we
are already familiar. We should not simply discard the
genes and proteins that do not fit into our prior descrip-
tion of good drug targets. After all, our ignorance is pretty
substantial, and there may be ways of approaching novel
gene products using innovative strategies, such as RNAi
and others. Obviously, priorities will be set based on tar-
gets about which we know the most, but I would be re-
luctant to say that there is a certain set of protein prod-
ucts that are “off the table” anytime in the future. We
have a lot of exploration to do, and the biotechnology
and pharmaceutical companies that are pushing the en-
velope will reveal ways to get beyond our 500 traditional
drug targets into broader territory, with much greater po-
tential for medical benefit.

How successful do you think the Human Genome
Project has been in providing unfettered access to
newly sequenced genes for the purposes of drug
discovery? Will the availability of the sequence itself
make it easier for more institutes/companies to
discover new drugs, or will that need to wait until
functions have been ascribed?

Public accessibility of the DNA sequence, which is up-
dated on the Internet every 24 hours, has been a defin-
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ing feature of the public international consortium and a
critical part of its success. There are no barriers to ac-
cess, and there has been no limitation to the immediate
use of this information. I strongly defend that decision,
made largely by the scientists involved, as having been
the right thing to do.

In terms of gene function, I think there are a number
of genome-wide approaches to function that are very ap-
propriately following that tradition of making the data
freely accessible. Some of those approaches involve try-
ing to understand which proteins interact with each other,
which is presently being done quite successfully in a
scaled up fashion in yeast. Many of the results of func-
tional studies should also be made immediately accessi-
ble. However, some of the data will be proprietary, of
course, since a company that is pursuing a particular gene
as a possible druggable target will want to protect the
competitive edge of that pathway to drug discovery. We
all understand that is how the system works.

We have talked mainly about the role of government.
Should the activities of industry change in this new
genomic era, and if so, how? Should industry focus
more on development of validated targets, given the
increasing expense of drug development and
decreasing reimbursements? If so, is NIH prepared
to focus more on target validation that is relevant to
industry than it has in the past?

The opportunities for partnerships between academia
and industry are on the way up, not down, and in several
ways. In one very obvious and gratifying way, we are
seeing more and more of these public–private partner-
ships that have as their focus the derivation of large data
sets that everyone is anxious to use. The SNP Consor-
tium was an early and very successful example. Another
example would be industry’s help in sequencing the
mouse genome. The haplotype map effort will be a part-

nership with the private sector, with everyone agreeing
that this is data we should have as quickly as possible
and that should be accessible to all.

This is a new paradigm, and the success of these enter-
prises bodes well for additional partnerships in the future.
We need to identify the precompetitive data sets that are most
appropriate for these types of partnerships. We cannot ex-
pect this type of scenario to work when the data to be pro-
duced have competitive aspects; in such cases, industry is
going to be justifiably uncomfortable with an insistence that
the data be placed in the public domain. Many aspects of ge-
nomics are upstream of the competitive phase, however, such
as haplotypes, SNPs, or sequences. Much microarray data
fall into this category as well. We can envision data that rep-
resent the level of expression of tens of thousands of genes
in thousands of different human tissues—a data set that
would be carefully validated and made widely accessible.
Such an effort has been proposed by the International Ge-
nomics Consortium and is under active discussion. Those
types of opportunities will continue to arise, and we just have
to be thoughtful about the nature of the data being proposed.

The other area I want to reemphasize is the need for
greater collaboration between academia and industry on
high-throughput screening of small-molecule libraries. At
present, this is largely a private sector activity. The no-
tion of making available to academics that very power-
ful toolkit is an appealing one. Researchers in academia
could carry out the first steps and identify compounds
that have interesting biological activity, but which could
also be quite useful for drug development. Academia
could then identify an appropriate company that could li-
cense the discovery. That paradigm could offer multiple
advantages, including increasing the breadth of private
sector pipelines and, perhaps, making it more likely that
rare diseases would get more attention.

Thank you, Dr. Collins.

—Interview by Vicki Glaser
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