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Appendix B:  Analysis of Web Survey Results

A quantitative analysis of the Web survey is valuable to supplement the 
more qualitative conclusions presented in Sections 2 and 3.

User and Application Profiles

Comparisons with the Hayes Report, when available, are shown on 
the right. Where appropriate, each survey result is followed by a brief 
analysis and conclusions.



REVOLUTIONIZING SCIENCE AND ENGINEERING THROUGH CYBERINFRASTRUCTURE B  5



REVOLUTIONIZING SCIENCE AND ENGINEERING THROUGH CYBERINFRASTRUCTUREB  6



REVOLUTIONIZING SCIENCE AND ENGINEERING THROUGH CYBERINFRASTRUCTURE B  7

A total of 677 respondents specified the size of their data or output 
files that are analyzed/mined/visualized. Multi-gigabyte data sets was 
quite common and 100+ gigabyte sizes were rare.  However, two 
respondents noted that their data sets range in size from between 1-10 
terabytes.
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Resource Usage Profiles and General Needs

The above statistics indicate an increasingly bi-modal structure in the 
use of high-performance computing resources:  large supercomputing 
centers and departmental or research-group facilities.  Furthermore, the 
response to question 4 indicates a substantial increase in the impact 
or importance of national supercomputing centers on research.  This 
and other information suggests that users desire increased investments 
in high-end computing as well as local facilities to facilitate their 
usage.  Increasing emphasis is being placed on the use of the latter, 
especially in light of affordable technology (e.g., 160 gigabytes of disk 
space available for $300, which means that affordable terabyte storage 
capability already is available on the desktop).  
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Comments regarding the above noted that PACI staff were helpful, 
with problems centering around an inadequate number of cycles, long 
queues, poor turn around, overcrowding, the need for more memory, 
and the increasing difficulty of actually using parallel machines 
(compared to the autoparallelizing compilers on, for example, Crays) 
and obtaining performance that represents a reasonable fraction of 
theoretical machine peak. 

With regard to allocations, PACI needs more cycles, users noted 
difficulty in obtaining sufficient time as well as large number 
of processors (e.g., 64-128 processors for several days).  A 
preponderance of respondents also noted the lack of multi-year grants 
of time as a major limitation to research grants that cover multiple 
years.   
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Most of those providing written responses to Question 11 noted that 
too much emphasis is placed on raw hardware performance compared 
to tools and especially personnel.  Specifically, users commented 
that many tools never proceed beyond the experimental stage to 
full deployment, and that although existing personnel are excellent, 
they are spread far too thin compared to the sophistication of the 
hardware and software environments they are tasked with supporting.  
Overwhelmingly, users support significant increases in support 
personnel.  Further, users note that investments in new directions (e.g., 
Grid technologies) appear to be slow in yielding tangible benefits to the 
broader community.  

Only 84 written comments were received out of the 391 individuals who 
responded to Question 13.  Most already had been working with high 
performance computing, and several noted that the switch from vector-
based machines to other paradigms had been difficult.  For those who 
clearly were new to high performance computing, the experience in 
using the PACI centers was judged to be positive.  
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For those users who expressed familiarity with infrastructures in other 
countries, the overwhelming sentiment expressed in written responses 
to Question 15 is that the United States is leading the way in the 
provision of hardware, network connectivity, supporting software, and 
collaboration tools.  Further, the PACI infrastructure clearly is unique 
(other countries are adopting it) and thus has a significant impact on 
science and engineering progress.  Several respondents expressed 
regret that the US does not have access to Japanese supercomputers 

 

There exists universal sentiment in the community that significant 
discovery has been enabled by the PACI centers, and that many, 
even more significant discoveries will be possible in the future.  A 
good portion of these are anticipated to occur at the intersection 
of disciplines as well as in the context of societal implications, and 
made possible by Grid and related capabilities.  Multidisciplinary 
teams will continue to proliferate, and efforts must be made to support 
them.  Likewise, respondents noted that the proliferation of powerful, 
affordable desktop and departmental or research-group computers 
have had a dramatic impact on the ability to perform exploratory 
research, analyze data, and extend research in new directions.  A 
sample of individual responses to a question regarding disciplinary 
impacts to date is given below.  In many cases, respondents noted that 
the impacts were too numerous to mention.

• Simulation of newly discovered planets.
• Discovery and explanation of critical phenomena in gravitational 
collapse.
• First molecular dynamics simulations to show the sequence of actions 
of a polymerase and its role in the DNA repair process.
• Complete simulations of solid rocket booster firings.
• Demonstration of the practical predictability of individual 
thunderstorms and their related weather.
• Simulation of the large-scale structure of the universe.
• Fully coupled climate model simulations showing the agreement 
between observed and predicted increases in the global mean 
temperature.
• Largest simulations to date of Einstein’s equations of general relativity.
• Simulation of fully three-dimensional coupled flow and heat transfer in 
a turbine engine.

A sample of individual responses to a question regarding anticipated 
discoveries for the future is given below.

• Mining of massive data sets across disciplines (e.g., weather and 
population).
• Upscaling fine resolution ecosystem models to broader scales.

Disciplinary Impacts
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• Determining the nature of dark energy.
• The generation of gravitational waveforms from numerical simulations 
of colliding black holes and neutron stars.
• Simulation of the complete life cycle of a tornado.
• A complete representation of the coupled magnetosophere-
ionosphere-thermosphere system.
• Prediction of code performance on high-end computers.
• Use of the Grid to solve massive large practical problems.
• Understanding of protein and DNA folding and unfolding.
• First principle predictions of structures for protein domains.
• Large modeling of interactions among regions of the human brain.
• Tools for data analysis and knowledge extraction.
• Fully 3-D imaging of small-scale structures deep within Earth interior.
• Major advances in the treatment of subgrid scale turbulent processes 
in large eddy simulations.
• Extremely long-term and more realistic simulations of the entire 
coupled climate system.
• New insights into chaotic systems and properties of fluid turbulence.
• Complete simulations of the Earth-Sun system.
• Greatly improved tropical cyclone predictions.

A long-standing question regarding the provision of resources for the 
community is whether centers should serve primarily one or multiple 
disciplines.  As shown below in Question 19, approximately 1/4 of all 
respondents believe that a PACI center or program organized around 
a specific discipline would be of greater value to them as a user 
compared to the present multidisciplinary organization of the centers.  
However, those who responded in the affirmative also noted that, 
despite possible advantages, the necessary division of resources to 
create such centers would lead to an overall reduction of quality and 
capability.  Further, such centers would tend to maintain historical 
boundaries between traditional disciplines, which is incongruent with 
the future of science and engineering research and education.  In 
the context of the current PACI framework, however, respondents 
expressed a clear desire for greater depth of consulting expertise within 
specific disciplines.  They further noted that PACI centers should be 
able to dedicate significant resources to large disciplinary projects. 
defined periods of time.  

Considerable emphasis has been given by the PACI program to 
facilitating interactions among disciplines.  Question 21 shows that 
users have widely differing views regarding the effectiveness and even 
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the appropriateness of such a role.  Based upon written responses, 
most users view the establishment of interdisciplinary collaborations 
as the responsibility of individual scientists, and many don’t identify 
the PACI centers as the first point of reference for linking with other 
disciplines.  The greatest value of the centers as a “melting pot” of 
disciplines appears to be the linking of domain scientists with computer 
scientists.  

Anticipated Use of Emerging Capabilities

This portion of the survey sought information regarding future use of 
emerging technologies such as the Grid, federated data depositories, 
and digital libraries.  It also sought input about special needs, such as 
real time and on-demand availability of resources.  

The response to Question 2 above indicates, the written responses 
confirm, that the community as a whole is not aware of the Grid or 
concepts related to it and distributed Web services.  Many noted 
that they lack expertise to modify their codes for execution across 
distributed resources, and that poor performance on existing parallel 
platforms might suggest equally poor performance across the grid.  
Further, numerous respondents appeared skeptical of the practicability 
of distributed methodologies, at least within the present management 
and facilities environments.  
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Likewise for Question 4, most respondents expressed lack of 
understanding about collaboratories and knowledge networks, though 
many noted that they presently are using, or soon plan to be using, the 
Access Grid to facilitate remote collaboration.  Several commented that 
the Access Grid needs to become more reliable and cost effective to be 
practicable for community-wide use.  Interestingly, when asked of their 
requirements for networked collaborations, most respondents said they 
had none.

Questions 7 and 9, and their associated written responses, indicate 
a potentially significant increase in the need for digital libraries and 
federated data repositories.  Several noted the lack of easy accessibility 
to historical data holdings, and the difficulty of dealing with multiple 
formats and data characteristics.  However, most who provided written 
responses feel that data repositories are among the most important 
and challenging aspects of high performance computing and should 
receive considerable attention in the future. 



REVOLUTIONIZING SCIENCE AND ENGINEERING THROUGH CYBERINFRASTRUCTURE B  15

Questions 10, 12, 14 and 16 above dealt with timeliness and related 
quality of service issues.  A remarkable 24% of respondents noted that 
they conduct research that requires real time analysis of results, i.e., 
analysis that must be conducted as soon as the results are available, 
with the topic areas ranging from weather prediction (dominant 
response) to visualization and nano-materials research.  A similar 
response was found for real time data acquisition and cataloging, 
while a smaller percentage of respondents noted the need for remotely 
controlling instruments.  Changes in these percentages are difficult to 
anticipate, though the written comments suggest that several who do 
not require such capabilities now most likely will within the next 5 years. 

A clear majority of respondents noted that network quality of service 
is important in their research, mostly in the context of speed, reliability, 
and security, generally in that order.  We were surprised that nearly one 
fifth of those responding had no opinion or were unsure. 
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Slightly more than half of those responding to Question 18 indicated 
the need for advanced visualization technology.  Many noted that 
existing systems are not suited to their needs, are too slow, and are 
too expensive and not practical (e.g., cave, power wall).  Several 
indicated the need to visualize in dimensions greater than 4, and 
that visualization tools lag significantly both hardware and scientific 
application codes.  In that context, it was noted that advanced 
visualization technologies are slow to move from the prototype 
phase (e.g., demonstrations) to practical implementation for use 
by the broader community.  Finally, most of those providing written 
responses noted that visualization is a key component of their research 
methodology.   

Other Future Needs

The need for continued access to high end resources is underscored 
by the remarkable response to Question 20 above (93% responded 
in the affirmative in the Hayes report).  Numerous written responses 
contained the phrases “stretching the limits,” “supercomputing is 
essential to my research,” and “I see no end to the need.”  Many also 
noted that their most significant discoveries have been facilitated by 
use of the most power computing resources available (e.g., weather 
prediction, turbulence research, materials research, chemistry, 
bioinfomatics).  
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The responses to Questions 22 and 23 above largely mimic those 
presented in the Hayes report, though with a general shift at the 
present time toward dependence upon personal workstations and 
departmental systems.  Anticipated use of high performance national 
systems was found to be nearly identical to that in the Hayes report, 
and the percentages in Question 23 tended to shift slightly overall 
toward greater importance, with new categories (e.g., dedicated 
resources) clearly viewed as important. 



REVOLUTIONIZING SCIENCE AND ENGINEERING THROUGH CYBERINFRASTRUCTUREB  18

The responses to Question 24 also largely mimic those presented in 
the Hayes report, though again with a general shift at the present time 
toward greater importance of all items.  

Finally, the responses to Question 25 indicate an overall sentiment 
toward non-discipline specific, interconnected collaborative centers and 
alliances. 
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Suggestions for meeting the needs of high-performance computing:

•  Smoother transition of scales from local to regional to national
•  Better coordination between NSF, DOE and NIH
•  Need more powerful local/regional machines
•  NSF grants should be linked to CPU allocations
•  Integrate climate modeling with observations
•  “PACI should have the middle ground between pure production and 

computer science research centers enabling collaborative research 
in high performance computing”

•  Enhance network speed/bandwidth for data archives
•  More high bandwidth links to facilities beyond national centers
•  Concern/worry about the lag of academic computing versus DOE 

resources
•  “PACI needs ambitions plans to ensure that the next generation of 

students are trained on state-of the art machines”

•  “PACI is very important”
•  “Need to maintain the diversity of PACI centers”
•  “Flexible powerful national centers are very useful”
•  “PACI provides high end machines for the high end user”
•  Current machines and strategy are not supporting high end science 

and engineering applications
•  “Need to streamline allocations”
•  “Terrible turnaround”
•  “Turnaround too slow”
•  “PACI needs capability, not just capacity”
•  “Improve Queues”
•  “Queues too long, machines overloaded”
•  “Yearly grant applications a burden”
•  PACI needs to maintain data archives, historical data and make them 

available”
•  PACI needs to integrate “digital libraries data collections and 

persistent archives so as not to lose knowledge”
•  “need data access accounts”
•  “PACI needs to support a diversity of high-end users”
•  “PACI needs many processors and multi-terabyte memory”
•  “Too few users of 1,000+ processors”
•  “Need large numbers of nodes with reasonable latency”
•  “PACI should encourage usage of large processor sets”

Open-Ended Comments

General Comments on the PACI program


